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Abstract

It has often been argued that people can attribute mental states to robots without making any ontological commitments
to the reality of those states. But what does it mean to ‘attribute’ a mental state to a robot, and ‘to make an ontological
commitment’ to it? It will be argued that, on a plausible interpretation of these two notions, it is not clear how mental state
attribution can occur without making any ontological commitment. Taking inspiration from the philosophical debate on
scientific realism, a provisional taxonomy of folk-ontological stances towards robots will also be identified, corresponding
to different ways of understanding robots’ minds. They include realism, non-realism, eliminativism, reductionism, fiction-
alism and agnosticism. Instrumentalism will also be discussed and presented as a folk-epistemological stance. In the last
part of the article it will be argued that people’s folk-ontological stances towards robots and humans can influence their
perception of the human-likeness of robots. The analysis carried out here can be read as promoting a study of people’s

inner beliefs about the reality of robots’ mental states during ordinary human-robot interaction.

Keywords Mental state attribution - Intentional stance - Scientific realism - Human likeness - Philosophy of science

1 Introduction

It has long been observed that people occasionally attribute
mental states, including beliefs, desires, and intentions, to
robots. It has also been claimed that mental state attribu-
tion does not imply believing in the reality of these mental
states: one may attribute, say, a belief to a robot, without
believing that the robot really has beliefs. This intuition is
often illustrated with reference to the famous experiment
made by Heider and Simmel, at the dawn of so-called “attri-
bution theory’, in which it was argued that people can even
attribute beliefs and desires to small geometrical shapes
moving in a bidimensional environment, without believing
that these figures had genuine mental states [1]. The claim
that one may attribute mental states to geometrical shapes,
computers, robots, and even living entities without neces-
sarily believing in the existence of these mental states read-
ily accommodates within Dennett’s theory of intentional
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systems. In his [2], Dennett claims that “the definition of
intentional systems I have given does not say that inten-
tional systems really have beliefs and desires, but that one
can explain and predict their behavior by ascribing beliefs
and desires to them” (p. 91). In his framework, to adopt the
intentional stance towards a robot — to ascribe beliefs and
desires to it — does not imply believing that the attributed
beliefs really exist as such.

While there is a rich and growing literature on people’s
attribution of mental states to robots (as attested in [3]),
few empirical works in HRI research explicitly set out to
study people’s beliefs about the existence of robots’ mind.!
One possible explanation is that this goal is perceived as
not particularly important or interesting in the HRI commu-
nity. This is not surprising, one may say, considering that
under a certain interpretation (see, for example [5]), Dennett
himself, who powerfully inspired contemporary research on
mental state attribution to robots, held an instrumentalist

' De Graaf and Malle [4] have conducted a fine-grained study of

people’s mental state attributions based on the qualitative analysis
of their verbal explanations. The study does not explicitly aim to
determine people’s internal beliefs about the reality of robots’ mental
states. However, its results speak to people’s spontaneous and genu-
ine mental state attributions and are thus relevant to the analysis of
folk-ontological stances as defined here.
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perspective on the intentional stance. In his perspective,
whether or not one believes that the mental states they attri-
bute to the robot exist as such will not affect the “nature of
the calculation” ([2], p. 91) that underlies their predictions
and explanations. In other terms, ceteris paribus, two agents
attributing the very same mental states to the robot, but dif-
fering in their ontological commitment, would make the
same behavioural predictions and explanations. In a similar
vein, Thellman and Ziemke [6] have claimed that “people
tend to predict and explain robot behavior with reference
to mental states without reflecting on the reality of those
states”. They also add the following:

There is to our knowledge no evidence that people’s
beliefs about the reality of the mental states of robots
— or of cartoon characters, thermostats, or fellow
humans — affect their disposition or ability to predict
behavior. It does not seem to matter, to predict the
behavior of an agent, whether the person interpreting
the behavior of the agent in question believes that the
agent really has mental states.

Here the authors do not argue that people’s beliefs about the
reality of the ascribed mental states do not affect their ability
to predict behaviour, but that there is no evidence pointing
to this phenomenon. However, they express the tentative
claim that such beliefs do not seem to affect people’s pre-
dictive processes, and this could be readily interpreted as a
reason to eschew the study of the characteristics of the onto-
logical commitments made by people who attribute mental
states to robots (even though one may reply that the lack of
evidence on a phenomenon is a powerful reason at least to
provisionally check if that phenomenon occurs).

The broad goal of this article is to promote a reflection
on people’s beliefs about the existence of robots’ minds. It
is suggested here that research on the attribution of mental
states to robots should explicitly focus on when, why, and
for what purpose people make ontological commitments
to the mental states they verbally ascribe to robots. This
broad goal is pursued here via the following, more specific
objectives.

The first one is to clarify the notions of ‘mental state
attribution” and ‘ontological commitment’. The analysis
made here stems from the intuitive understanding of these
notions that seems to be presupposed in the HRI literature.
It is commonly held there that people may attribute mental
states to robots and make, or not make, particular ontologi-
cal commitments to their reality. Ontological commitments,
which are typically assumed to be different from mental
state attributions, should therefore be conceived as ‘things’
(possibly, beliefs) that are ‘attached to’, or conjoined with,
mental state attributions. Accordingly, one might attribute
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to a robot the belief that P and at the same time believe (or
not believe) that the belief that P is real. Ontological com-
mitments might be also construed as sorts of modifiers of
mental state attributions, or interpretations made by the
subject of their own mental state attributions. The absence
of an explicit discussion of what constitutes an ontologi-
cal commitment and a mental state attribution (at least in
the HRI literature) leaves the door open to these concep-
tual speculations. Here it will be proposed — in line with the
philosophical literature on the ontological commitments of
scientific theories [7] — that ontological commitments are
beliefs, but that there is no radical distinction between men-
tal state attributions and people’s beliefs about the reality of
the robots’ mental states. Based on a plausible analysis of
the notion of ‘attribution’, it will be argued that attributing a
mental state to a robot implies making a particular ontologi-
cal commitment about the reality of that state. This thesis
undermines the claim that one can attribute mental states
to robots without committing to their reality. It also implies
that although HRI researchers have rarely focused explic-
itly on people’s ontological commitments, they have in fact
focused on them, at least indirectly, by studying mental state
attributions. This goal is pursued in Sects. 2 and 3.

In the same sections, the term ‘folk-ontological stance’
will be introduced to refer to people’s ontological commit-
ments to the existence of robots’ mental states. Folk-ontolog-
ical stances towards robots are regarded here as consisting
in sets of beliefs concerning the existence of robots’ minds.
As in ‘folk psychology’, the term ‘folk’ suggests that the
beliefs at stake are held by humans during ordinary interac-
tions with robots and are not necessarily the result of con-
trolled scientific experimentation. The term ‘stance’ alludes
to the fact that these beliefs constitute a way of thinking
about the robot. The term ‘ontological’ refers to the fact that
different folk-ontological stances will differ in whether the
subject really believes that the robot has mental states. Note
that folk-ontological stances do not concern the reality of
the mental states of the person doing the attribution. It will
be said, for example, that agent A adopts a psychologically
realist folk-ontological stance towards a robot if they really
believe that the robots has certain beliefs. This stance does
not imply any thesis about the reality of A’s mental states:
simply speaking, it is not about the existence of A’s mental
states, but about whether A believes that the robot really has
mental states.

The second objective of this article is to explore the
space of the possible folk-ontological stances people may
take towards robots. This rich and so far substantially
uncharted territory will be modelled taking inspiration from
the philosophical debate on scientific realism in psychol-
ogy and science [8—11]. The taxonomy of folk-ontological
stances sketched here includes psychological realism and its
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opposite, psychological non-realism. Some varieties of the
latter stance, psychological non-realism, are eliminativism
(the belief that robots do not possess mental states), agnosti-
cism (the lack of beliefs on the matter), reductionism (the
belief that there is something non-mental that makes men-
talistic utterances true), fictionalism (the belief that mental
states exist in the framework of a fictional story). All these
stances will be defined in terms of the beliefs that the sub-
ject possesses about the robot. A special place in this tax-
onomy is occupied by instrumentalism, characterized here
not in terms of the possession of beliefs, but in terms of
the subject’s voluntary decision to postulate mental states
to predict and explain the behaviour of the robot. It will be
argued that there is an important difference between instru-
mentalism and all the folk-ontological stances mentioned
before. It mirrors the distinction between believing some-
thing and accepting something [12], a distinction that can
be appreciated by observing that people may provisionally
accept a premise without believing its truth, just for the sake
of the argument. Accordingly, instrumentalism will not be
regarded as a folk-ontological stance, but as a folk-episte-
mological one.

The third aim of this article is to justify the usefulness
of the distinctions and conceptual clarifications offered here
in empirical HRI research. It will be argued that the analy-
sis of people’s folk-ontological stances may increase our
understanding of people’s perception and understanding of
robots. It may reveal characteristics of people’s mental mod-
els of robots, and of their explanation of robotic behaviour,
that have not been explicitly and thoroughly explored so far
by the research community. Moreover, it will be argued that
people’s folk-ontological stances may affect their percep-
tion of robots’ psychological human likeness. Whether the
mind of a robot is understood by agent A as similar to the
human mind, is a question to be addressed also by determin-
ing whether or not A takes the same folk-ontological stance
towards the robot and towards human beings. For example,
if A takes a psychologically realist folk-ontological stance
toward human beings but conceives the mind of the robot
in the non-realist, reductionist way, then it is plausible that
the robot will be understood as less human-like than B,
who instead takes a psychologically realist folk-ontologi-
cal stance towards robots and humans. This claim will be
refined in Sect. 4, but the gist is that people’s ontological
conceptions of robots’ mind, and of the human mind, make
the difference on whether they understand robots’ mind
as human-like or not. A rich and growing literature sup-
ports the thesis that people’s perception of human likeness
affects the dynamics of their interaction with robots. From
the analysis carried out here, it follows that people’s folk-
ontological stances may affect human-robot interaction too.
This is a cogent reason for HRI researchers to embark on a

detailed study of people’s inner beliefs about the reality of
robots’ mental states.

Admittedly, this article does not present any novel empir-
ical or technological result. It offers a philosophical and
conceptual reflection on people’s ontological commitments
to the mind of robots. Still, for the reasons expressed in the
previous paragraph, this reflection may be of some inter-
est also for the more empirically oriented HRI researchers.
After all, the study of mental state attributions immediately
gives rise to philosophical questions that HRI researchers
are occasionally happy to address (see, for example, the
aforementioned [6]), as they can orient empirical research
in important ways. This article intends to contribute to the
epistemological debate on people’s understanding of the
mind of robots and to convince at least part of the HRI com-
munity that the study of people’s inner beliefs about the
reality of robots’ mental states can advance research in the
field.

Before proceeding, it is worth insisting a little more on
what this article is not about. Even though mental state attri-
butions are seen here as psychological phenomena, as they
are linked to the holding of particular beliefs in the mind of
the human agent, this study does not concern the (mental,
neural) mechanisms governing the formation and processing
of these beliefs. Nor does it concern the determinants or the
consequences of the adoption of particular folk-ontological
stances. These are subjects of empirical research that may
be eventually carried out within the philosophical frame-
work offered here. Some considerations made here resonate
with Seibt’s reflections on the ontology of social interaction
[13], but the goals of the two papers, and the use made of
the term ‘ontology’, are different. Seibt’s article illuminates
the issue of what social interaction is and uses her result
to argue that human-robot interactions cannot be treated as
fictional social interactions. Moreover, she offers a classifi-
cation of forms of human-robot sociality. Even though there
may be connections between Seibt’s and this paper, the
goals pursued here are different, and the study of the onto-
logical commitments that lie behind people’s mental state
attributions is out of the scope of her work. To the best of the
author’s knowledge, this is the first paper explicitly arguing
that the study of people’s folk-ontological stances towards
robots may be highly relevant in HRI research.

For reasons that will hopefully be clear in a while, the
analysis of folk-ontological stances towards robots cannot
proceed without clarifying the notion of ‘mental state attri-
bution’. Section 2 is devoted to this goal.

@ Springer
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2 The Truth-Maker of Mental State
Attributions

2.1 What is an‘Attribution’?

According to the comprehensive review made by Thell-
man and colleagues [3], several different terms are used
in the contemporary scientific literature on HRI to address
the phenomenon of mental state attribution to robots. They
include ‘mind perception’, ‘robot mentalizing’, ‘theory
of mind’ (of robots), ‘intentional stance’, ‘mind reading’,
‘folk psychology’, ‘anthropomorphism’ and, unsurprisingly,
‘attribution’ of a mind to robots. These notions overlap to
some extent, and the authors of the survey suggest that, in
the HRI literature, they are all used to refer to the same phe-
nomenon. They recommend that the most intuitive term,
‘attribution’ (of a mind, mental states, mental capacities), be
used, and this recommendation will be accepted in the rest
of this paper. This term has quite a long history in the lit-
erature on cognitive and social psychology. It is frequently
used in the literature on Dennett’s intentional systems the-
ory and is the key term in the so-called “attribution theory’,
which originated from Heider’s psychology of interpersonal
relations [14], and was later developed by scholars such as
Jones and Davis [15], Kelley [16], and Malle [17]. As noted
by Malle in [18], the object of the attribution has changed
in this literature: whereas most authors initially developed
models of attribution of traits and stable dispositional prop-
erties to humans, other scholars now use this term to refer to
the attribution of mental states to other agents, which is the
use that is typically made of this term in the contemporary
HRI literature. The term ‘attribution’ is also widely used in
the literature on the development and the exercise of the so-
called theory of mind [19].

Whereas a wealth of studies have been carried out on
the determinants of mental state attribution and the mecha-
nisms underpinning it (see [20-22], and the whole literature
on the so-called ‘theory theory’ and simulationist models
discussed in [19]), as well as on how mental state attribu-
tion affects social interaction (the ‘attributional’ theories as
Kelley and Michela [23] call them), the very term ‘attribu-
tion” is typically used as primitive. At least in the relatively
circumscribed field of HRI, it is used without any explicit
definition (see, for example [3, 24-27]). In particular, one
question is seldom, if ever, directly addressed: what makes
it true that agent A attributed a certain mental state to B? In
a certain sense, this is a question about what mental state
attributions consist in. It can be rephrased in the following
terms: what in the world ‘out there’ must happen, for the
assertion that A has attributed (or attributes) a certain mental
state to B to be true? What do mental state attributions cor-
respond to, in the world ‘out there’?

@ Springer

As pointed out before, the answer can hardly be found
in the literature. In one of the few explicit attempts to
define the term ‘mental attribution’, Briine and colleagues
[28] state that “the term ‘mental state attribution’ has been
introduced to describe the cognitive capacity to reflect upon
one’s own and other person’s mental states such as beliefs,
desires, feelings and intentions”. This statement is of little
help in addressing the problem of attribution truth-makers.
What makes it true that John attributed to a robot a certain
belief, e.g., that a particular object is a toy horse? Following
Briine and colleagues, one may answer that the truth-maker
is John’s possession of the cognitive capacity to reflect
upon his own and the robot’s mental states such as beliefs,
desires, feelings and intentions. This answer is unsatisfac-
tory, however, because the truth-maker (the possession of
that capacity) is content-neutral. The same state of affairs
in the world ‘out there’ (John’s possession of that capacity)
may also make it true that John attributes to the robot the
belief that the object is a toy zebra, or the desire to kill John.
One might therefore try and build a less content-neutral ver-
sion of Briine and colleagues’ view: what makes it true that
John attributes to the robot the belief that this is an apple is
that John possesses the cognitive capacity to reflect upon the
robot’s belief that this is an apple. This suggestion is more
content-specific, but still unsatisfactory for several reasons.
John’s attribution is a relatively volatile phenomenon. It
may be the case that today John attributes to the robot a
particular belief, while yesterday, or a minute ago, he might
have attributed to him a different belief. The possession of
a cognitive capacity is plausibly, instead, a more permanent
trait of John’s. It is commonly taken for granted, in cognitive
science, that cognitive capacities — whatever they are — can
develop and deteriorate, but not at the same pace as attribu-
tions. It is true that, as stated by Briine and colleagues, the
term ‘mental state attribution’ is used to theorise about peo-
ple’s capacity to reflect upon one’s own and other persons’
mental states. Still, they do not offer any account of what
makes it true that agent A attributes a certain mental state to
robot R.? To the best of the author’s knowledge, no account

2 The notion of mental state attribution, as well as the taking of an
intentional stance, are often equated with the adoption of a particu-
lar predictive and explanatory strategy. So, for example, Marchesi
and colleagues [25] point out that “Adopting the intentional stance
refers... to adopting a strategy in predicting and explaining others’
behavior with reference to mental states”. Quoting Dennett, they
equate the intentional stance with “the ascription of beliefs, desires,
intentions and, more broadly, mental states to a system, in order to
explain and predict its behavior”. This suggestion offers no easy
answer to the problem of attribution truth-makers. What makes it
true that John attributes to a robot the belief that that object is a toy
horse? Building on the view presented here, one may suggest that the
truth-maker of John’s attribution consists in the adoption of a pre-
dictive and explanatory strategy that refers to the robots’ belief that
that object is a toy horse. What must be true in the world ‘out there’,
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of attribution truth-makers cannot be found elsewhere in the
HRI literature.

Another possible answer is that the truth-makers of men-
tal state attributions must be found in people’s exercise
of verbal or non-verbal behaviour. This answer has some
evident limitations, however. Consider verbal behaviour
first. It is true that, in the literature, people’s mental state
attributions to robots are often experimentally detected by
analysing their verbal discourse or using questionnaires in
which the participants are asked to choose statements from
a list [25, 29-31]. So, one concludes that John attributes to
the robot the belief that this is an apple because he utters
the sentence “The robot believes that this is an apple” or
because he marks the sentence “The robot believes that this
is an apple” in a questionnaire. However, people may attri-
bute mental states to robots also without uttering the cor-
responding sentence.® For this reason, it cannot be the case
that what makes it true that John attributes a mental state
to a robot is that John utters the corresponding sentence
verbally or that it chooses it in a questionnaire. This would
be too restrictive a view.* Similar considerations could be
made about the thesis that what makes it true that John attri-
butes belief B to the robot is that John produces a certain
non-verbal behaviour (for example, that he displays certain
reaction times when presented with certain stimuli). Men-
tal state attributions need not be accompanied by particular

for the claim that John makes this attribution to be true, is that John
adopts that strategy. This begs the question of what makes it true that
John adopts a particular predictive and explanatory strategy when
interacting with the robot. This question may admit of a few possible
tentative answers, whose scrutiny is postponed to further analyses. As
a general consideration, however, ‘reducing’ the problem of attribu-
tion truth-makers to the problem of strategy-adoption truth-makers
ends up increasing the complexity of the issue addressed here, as the
latter problem does not seem to be easier to solve than the former one.
For this reason, a different solution will be preferred here, as clarified
in this section.

3 Moreover, as pointed out in [32], people may make very different

verbal attributions regarding the same robot depending on the way
the attribution is elicited. The same person may use mentalistic terms
to talk about the robot in spontaneous reactions, and verbally deny
that the robot has a mind when carefully reflecting on it.

4 There is still another reason to exclude this view. The utterance of
a mentalistic sentence is a brief phenomenon. It is implausible that
what makes it true that John attributes to the robot a certain belief
is that John utters the corresponding sentence, i.e., that mental state
attribution is true only while John is talking. One may respond to
this objection by proposing that what makes it true that John attri-
butes to NAO the belief that that object is a toy horse is that John,
if asked “What does the robot believe?”’, would answer “That that
object is a toy horse” — or, borrowing from the philosophical jargon,
that the truth-maker of John’s attribution is a behavioural disposition
of John’s. This possibility will not be explored here, because it gives
rise to the vexed problem of understanding what makes it true that
somebody or something has a behavioural disposition (for a discus-
sion, see [33]). The point of view proposed in this section partially
sidesteps this problem.

behaviours. Even though this observation — that the mark
of attributions cannot consist in particular verbal and motor
behaviours — will appear undoubtedly obvious to HRI
researchers, the common usage of the term ‘attribution’ may
well generate this kind of misunderstanding. Often, in HRI
studies, people’s attributions are too directly, and seemingly
unproblematically, inferred by their utterances or choices in
questionnaires.

A more sophisticated version of these views is that the
truth-maker of people’s mental state attributions can be
identified with the way they treat the robot. It is commonly
claimed that people occasionally treat robots as if they pos-
sessed mental states. Accordingly, one may suggest that
what makes it true that John attributes belief B to the robot
is that John treats the robot as if it believed B. An instance of
this scheme might be: what makes it true that John attributes
to the robot the belief that it wants to kill him is that John
treats the robot as if it wanted to kill him, e.g., he runs away
from it or yells “The robot wants to kill me!”. This proposal
raises the problem of defining what it means that John treats
the robot as if it believes that B. This term — to freat some-
thing as if it had mental states — is typically used to make
sense of people’s overt behaviour. An external observer sees
John run away from the robot and hypothesizes that he is
treating the robot as if it wanted to kill him. This circum-
stance can be more precisely described as follows: to the
external observer, John’s behaviour can be best explained
by hypothesizing that he believes that the robot wants to
kill him. Putting these considerations together, according to
the proposal discussed here, what makes it true that John
attributed belief B to the robot is that John’s behaviour can
be best explained by hypothesizing that he believes that
the robot believes B. This proposal suffers from the prob-
lems discussed in the previous paragraph: John may attri-
bute belief B to the robot standing still and silent. There
is an additional problem though: the truth-maker of John’s
attribution is the existence of a theory that best explains his
behaviour. Following this proposal, the problem of attri-
bution truth-makers raises other challenging conceptual
problems, widely discussed in the philosophical literature,
namely, what it means that a theory best explains behaviour
and that a theory exists. One may well wonder if there are
simpler solutions to the attribution truth-makers problem.

2.2 Mental State Attributions as Beliefs

This article takes the point of view according to which the
truth-makers of mental state attributions must be sought in
the beliefs of the person doing the attribution. In this per-
spective, what makes it true that John attributed a certain
mental state to the robot is that John holds a particular
belief, or set thereof, about the robot (whose content will be
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discussed shortly).’> To identify the truth-makers of John’s
mental state attributions, one must shift the focus from the
robot’s (attributed) mental states to John’s own beliefs. The
fact that John’s beliefs, unlike their observable behaviours,
are hard to determine does not undermine the plausibil-
ity of this suggestion: the question at stake is what mental
state attributions consist in, not how they can be studied.
John’s beliefs about the robot may influence his behaviour,
but the same belief can contribute to the production of dif-
ferent observable behaviours in different circumstances,
depending on a high number of auxiliary factors, includ-
ing the content of the other beliefs of John’s. Notably, John
may attribute a certain mental state to the robot by standing
quiet and still: he neither always need to verbally express
his beliefs nor express them in the same way.

This perspective resonates with the epistemological pre-
suppositions of much contemporary HRI research on mental
state attribution. Indeed, many scholars have claimed that
the dynamic of human-robot interaction is affected by peo-
ple’s mental models of robots (e.g [35, 36]).% For example,

attribution

John’s beliefs
about the robot

Thellman and colleagues [3] claim that studying people’s
“mental state ascriptions, i.e.,... people s understanding or
mental models of robots as agents with particular (ascribed)
mental states and capacities” (emphasis added) may enable
one to address one of the grand challenges of social robot-
ics, that is, to understand “how mental state attributions
affect how people interact with robots”. Mental state ascrip-
tions are taken in this passage as consisting in people’s
mental models of robots. Epley and colleagues [21] refer
to people’s ‘anthropomorphic beliefs’ in their discussion of
how people ‘see’ robots. Even though these authors do not
explicitly define their conception of a mental model, they
clearly do not reduce mental state attributions to verbal
utterances only. Conceiving mental models as sets of beliefs
is admittedly a theoretical choice that could be questioned.
However, it is a plausible choice at least to start with. See
Fig. 1 for a graphical rendering of this idea.

The discussion has so far been focused on mental state
attributions, but can be generalized to the attribution of
states, properties, mechanisms to a particular system or

“The robot
believes that ...”

-———

* John’s motor and verbal behaviour
* John’s predictions of the behaviour of the robot
e John’s interaction with the robot

Fig. 1 John attributes a mental state to the robot if he has a certain belief about the robot. John’s attribution can shape John’s verbal and motor
behaviour, his behavioural predictions, and the dynamics of his interaction with the robot

5 Beliefs are here characterised as propositional attitudes of a cer-

tain kind; to believe that p and to desire that p are different attitudes
towards the proposition p. This canonical conception of belief has
been widely discussed, e.g., by Fodor [34].

¢ Mental models of robots may not consist in systems of beliefs about
the robot. They might consist in mental representations that cannot
be properly regarded as beliefs as they are typically conceived in folk
psychology. More generally, studying John’s mind requires one to
develop a theory about it, and it is not obvious that such a theory must
be couched in terms of beliefs. The discussion made in this paper is
therefore restricted to human mental models (of robots’ minds) that
are constituted by sets of beliefs about it.

@ Springer

agent in the following terms:

(ATT) Subject A attributes state / property / mecha-
nism X to agent B if and only if A believes that agent
B is in state X / has property X / realizes mechanism
X7

7 The notions of state, property, and realization will not be discussed

here, to keep the article focused on the objectives stated in the Intro-
duction. It is assumed that all the most influential philosophical
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Consistently with ATT, from now on, the term ‘attribution’
will be used to denote a belief in the mind of the person
doing the attribution, and the verb ‘to attribute’ will be used
as in the following example: the sentence “John attributes
to the robot the belief that today is raining” states that John
possesses the belief that the robot believes that today is rain-
ing. It is worth stressing that John may also attribute a non-
mental state, property, or mechanism to B, and in this case
John’s belief will not be about B’s beliefs. For example,
if John attributes to B the property of having a transistor
inside, then John believes that B has a transistor inside.

To sum up. The term ‘mental model” will be taken here
to denote a set of beliefs (or attributions). The fact that John
holds a mental model of a robot is interpreted here as the
fact that John possesses a set B =(b,,... b,) of beliefs about
the robot, and his mental model corresponds to that set.
Some of these beliefs may have a content that refers to the
robot’s mind (as in “John believes that the robot believes
that today is raining”), while in other cases the content may
refer to non-mental properties, states, mechanisms of the
robot (“John believes that the robot has a transistor”). John’s
attributions constitute his mental model.

3 Folk-Ontological Stances

3.1 What is an Ontological Commitment to the
Reality of Robots’ Mental States?

On the one hand, the claim that mental state attributions con-
sist in beliefs possessed by the person doing the attribution
might sound relatively unproblematic. On the other hand,
it is not prima facie obvious how this claim can be recon-
ciled with the view, held by some HRI scholars, that “a per-
son might attribute the behavior of a robot to mental states
without necessarily committing to any ontological position
about the reality of those mental states” [6] and that “mental
state ascriptions do not necessarily involve any ontological
commitments (i.e., they do not entail beliefs about whether
ascribed states are real or fictive)”. To understand why, it
is essential to address the following question: what is an
‘ontological commitment’ to the reality of a robot’s mental
state? Since this is clearly a philosophical question, it is not
surprising that no answer can be found in the empirical and
technological literature on HRI.

The notion of ‘ontological commitment’ has been
treated extensively in the philosophy of science literature,
but for a reason that will be given in a moment, the vast

analyses of these notions are compatible with the claims defended
here. It is also assumed that A may believe that agent B is in state X
(has property X or realizes mechanism X) even though B is not in that
state (has property X, realizes mechanism X).

philosophical literature on the subject is not particularly
helpful in understanding whether mental state attributions,
as conceived here, can be ontologically neutral. The main
problem addressed in the philosophical literature is how to
determine the ontological commitments of scientific theo-
ries. Intuitively, accepting a scientific theory commits one to
believing that certain entities exist in the world ‘out there’.
It is reasonable to say that people who accept contempo-
rary physics are committed to believing in the existence of,
say, atoms. How can one determine which (kinds of) enti-
ties a given theory commits to? Several answers have been
proposed, most notably by Quine [37], Armstrong [38], and
Peacock [39] (but the literature is vast: for a reconstruction
of the debate, see [7]). However, it is one thing to provide
a criterion for determining the ontological commitment of
a given theory T, it is quite another to clarify what an onto-
logical commitment consists of —i.e., what in the world ‘out
there” must happen for one to be ontologically committed to
the existence of a certain mental state. The first problem is
what philosophers have been mainly concerned with, while
the second has only been marginally discussed. And a sim-
ple solution to the second problem might be that ontological
commitments consist of one or more beliefs held by the per-
son making the commitment - as the last quoted statement
of the previous paragraph seems to imply. More precisely,
subject A makes an ontological commitment to the reality
of a certain mental state (of a robot) if and only if A holds
certain beliefs about that mental state. There are reasons to
think that this answer would sound unproblematic to phi-
losophers concerned with the first of the two problems intro-
duced above. Many of them, including Peacock [39] and
Scheffler and Chomsky [40], make explicit reference to the
beliefs of the person making the ontological commitment in
their analyses of the problem.

What is the content of those beliefs? In the following
sections, different kinds of ontological positions about the
reality of robots’ mental states, there called folk-ontological
stances, will be identified. Here, to introduce the problem,
it may be appropriate to discuss an ontological position
that is often implicitly referred to when it is said that some-
body makes an ontological commitment to a robot’s mental
states, i.e., the psychologically realist position, according to
which one believes that the robot really has genuine men-
tal states. Thus, suppose that John makes a psychologically
realist ontological commitment to the robot’s being in a cer-
tain mental state X. What does John believe about the robot,
in this case? That the robot, simply speaking and literally, is
in mental state X. Or, that the robot really is in mental state
X, or that mental state X is genuinely such — but it is not
clear what difference the words in italic make to the point
made here: a simple way to conceive John’s psychologically
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realist position is to identify it with John’s belief that the
robot has mental state X.

It follows from ATT that, if John makes a psychologi-
cally realist ontological commitment to the robot’s being in
mental state X, then John attributes mental state X to the
robot (and vice versa). Indeed, both claims are equivalent to
the claim that John believes that the robot has mental state
X. Assuming ATT, the attribution of a mental state implies
a psychologically realist ontological commitment to that
mental state. In this perspective, it is not clear how “a per-
son might attribute the behavior of a robot to mental states
without necessarily committing to any ontological posi-
tion about the reality of those mental states”. Mental state
attributions are inherently ontologically binding, unless, of
course, one drops ATT and analyses attributions in different
terms — an analysis that, as pointed out before, has not been
offered elsewhere. Or, unless one drops the assumption that
ontological commitments identify with beliefs held by the
person making the commitment: an assumption that is not
endangered by either the empirical literature on the attribu-
tion of mental states to robots or the philosophical literature
on ontological commitment, as clarified above.

These observations can be brought to bear on the distinc-
tion made by Thellman and Ziemke [6] between the ‘belief
question’ and the ‘attribution question’ in HRI research. The
belief question concerns “people’s views on the reality of
mental states of robots” and can be formulated as “Do peo-
ple think that robots have minds?”. The attribution question,
instead, is: “What kinds of mental states do people ascribe
to robots?”. The authors are not explicit as to what they
mean with ‘kinds of mental states’, but it is clear from their
discussion that, for example, beliefs, or beliefs with a partic-
ular content, are kinds of mental states. Under this interpre-
tation, answers to the attribution question will have the form
‘Agent A attributes certain beliefs to the robot’, or ‘Agent A
attribute the belief that C to the robot’, where C is a proposi-
tion. Assuming ATT, these attributions imply a psychologi-
cally realist folk-ontological stance, consisting in A’s belief
that the robot has belief, or that it has the belief that C. But
if agent A takes a psychologically realist folk-ontological
stance towards the robot, they also believe that the robot has
a mind, which is one of the possible answers to the belief
question. In the perspective proposed here, therefore, it is
not clear how the belief question can be distinguished from
the attribution question. To disentangle the two questions,
one needs to endorse a philosophical analysis of the con-
cept of mental state attribution that departs from ATT (or
a different conception of ontological commitment). Since
the distinction between the attribution and the belief ques-
tions is clearly important in the perspective advocated by
Thellman, Ziemke and other HRI scholars, as it can speak of
cases such as Heider and Simmel’s famous experiment [1],
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it is suggested here that a philosophical debate on it should
be opened. While waiting for it, ATT will be assumed in the
rest of this article.®

Psychological realism and the various forms of psycho-
logical non-realism that will be discussed in the next section
are called here folk-ontological stances (in this example,
towards the robot) for the reasons anticipated in the Intro-
duction. They are stances because they consist in sets of
‘background’ beliefs that John has about the robot and that
can influence his behaviour towards it. They are onfologi-
cal because different folk-ontological stances will differ in
whether the subject really believes that the robot has men-
tal states. They are folk because they are not the result of
philosophical or scientific argumentation carried out on the
results of the experimental analysis of the robot’s behav-
iour. ‘Folk ontology’, here, is used to refer to the ontological
dimension of John’s folk psychology about the robot. These
folk-ontological stances differ from one another in the set of
beliefs possessed by John about the robot.

To sum up. It has been suggested here that John’s onto-
logical commitments to the reality of the robot’s mental
states are to be identified with particular beliefs held by
John about the robot. In particular, a psychologically realist
ontological commitment consists in the belief that the robot
has mental states. According to ATT, this is also true when
John attributes mental states to the robot. Therefore, in this
perspective, it is not clear how the ‘belief question’ and the
‘attribution question’ can be disentangled. It is not clear how
one can attribute mental states to robots and not make any
ontological commitment to the robot’s mind or make a non-
realist ontological commitment. While it is true that John’s
saying “This robot believes that it’s raining” does not imply
any beliefs about the reality of the robot’s mind (because
utterances are not reliable indicators of belief), John’s attrib-
uting the belief that it’s raining to the robot does imply that
John takes a psychologically realist folk-ontological stance.
The next question to be addressed is what different kinds of
folk-ontological stances towards the robot John might take,
and how they relate to John’s attributions. This question will
be addressed in the following subsections. In line with the
previous analysis, the different folk-ontological stances will
be characterised in terms of the content of the beliefs con-
tained in the mental model of the human interacting with
the robot. They will be labelled with reference to the philo-
sophical literature on scientific realism. The distinctions

8 Note that, in a few cases, it is explicitly suggested that mental state
attributions consist in beliefs about the robot. For example, Wiese
and colleagues [41] state that “reasoning about the internal states of
others is referred to as mentalizing, and presupposes that our social
partners are believed to have a mind” (emphasis added). In [42], the
term ‘mind perception’ is used to denote “the belief that social cues
originate from an entity with a mind, capable of having internal states
like emotions or intentions”.
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made there will then be brought to bear on the study of the
dynamics of HRI, with a particular focus on psychological
human likeness.

3.2 Folk-Ontological Stances: Psychological Realism
and Non-Realism

To proceed towards a taxonomy of possible folk-ontological
stances towards robots, it will be useful to contrast psycho-
logical realism with psychological non-realism. The former
stance has already been introduced, but it will be discussed
here in a more explicit way with reference to mentalistic
utterances. Suppose that John says, “NAO believes that this
is an apple”. For short, let B refer to the set of beliefs held by
John in this circumstance (also known as his mental model
of the robot), and F be the proposition “this is an apple”.’
John takes the folk-ontological stance called ‘psychological
realism’ if he believes that NAO believes that F, or equiva-
lently, if B includes the belief that NAO believes that F. If
the content of John’s belief is that NAO believes that F, John
believes that NAO has such a belief, i.c., that NAQ’s belief
exists as such. Note that what is discussed here is not John’s
utterance but his inner belief. It can be taken for granted
that John might say “NAO believes that this is an apple”
without really intending to assert that NAO has a genuine
belief. There is a relatively clear sense in which John may
say that NAO believes that F in a nonliteral sense. The
utterance ought to be nonliterally interpreted because John,
in this case, would not really believe that NAO believes F:
he would probably hold different beliefs about NAO. But
it is not clear how John might believe that NAO believes
that F in a nonliteral sense. Unlike utterances, beliefs are
not things that can be had nonliterally. If John believes that
NAO believes that F, then John believes that NAO’s belief
exists. To say that a robot has a belief, and to believe that a
robot has a belief, are clearly different things, and while the
former case does not imply psychological realism (because
utterances can be pronounced nonliterally), it is not clear
how the latter could not imply psychological realism.'”
Psychological realism, as conceived here, is cognate of
scientific realism in psychology. Scientific realism in psy-
chology is the epistemological and ontological position
according to which mature psychological theories are lit-
erally true: it consists in the thesis that the mental entities
and properties that these theories postulate actually exist

9 No restriction is made here on the characteristics of the robot.

Whether some kinds of robots tend to elicit some folk-ontological
stances and not others is a question for future research, which goes
out of the scope of this article.

190 Tt will be assumed here that, if B includes this belief, then John also

believes that NAO has a mind, insofar as to have a belief implies being
in a particular state of mind.

(forms of psychological realism are discussed in [43] and
[8]). While there is a clear connection between scientific
realism in psychology and psychological realism as a folk-
ontological stance, the two are not claimed here to coincide,
at least at a psychological level of analysis. A first reason
is that scientific realism in psychology is a view that sci-
entists and philosophers endorse concerning the theoreti-
cal entities posited by scientific theories about the mind,
while the stance discussed here is taken in non-scientific,
ordinary interactions with the external world. A second rea-
son is that epistemological and ontological positions are
consciously and deliberately accepted, and there is a clear
sense in which one can accept a philosophical thesis without
really believing it. If John sees a dog in his living room, he
will believe that there is a dog in his living room. However,
John also may eventually accept that he is hallucinating,
because this is what a doctor and his best friend are tell-
ing him, and because he remembers that the day before he
drunk too much. Belief and acceptance can coexist: there
is a sense in which John may continue to believe that a dog
is in his living room, but at the same time decide to go to
the hospital to recover from his delusional state. As a more
mundane example, people used to believe that the earth was
at the centre of the universe. Eventually, strong arguments
were developed for a very different thesis. Plausibly, there
has been a time in which even those who produced those
arguments experienced a conflict between what they invol-
untarily believed and the new thesis that they had to accept.
Eventually, people changed their beliefs about the position
of the earth in the universe. Acceptance may produce belief
change (and one’s beliefs may shape the process of accep-
tance), but this observation does not undermine the distinc-
tion between belief and acceptance, a distinction that has
been explored in a long tradition of philosophical research
(see, for example [12, 44]).

In this perspective, scientific realism in psychology is
an epistemological and ontological thesis that some people
accept, while folk-ontological stances are sets of beliefs that
people may possess. The two can influence each other with-
out coinciding. The distinction between belief and accep-
tance will be used in the next subsections to characterize
instrumentalism as a folk-ontological stance toward robots.

The claim that if John attributes a mental state X to
NAO, then John makes a psychologically realistic ontologi-
cal commitment does not clearly imply that psychological
realism is the only possible folk-ontological stance John can
take. It only implies that, if John does not take a psychologi-
cally realistic folk-ontological stance in this case, then he
does not attribute mental state X to the robot (he does not
believe that the robot has mental state X). But he could attri-
bute other kinds of states to the robot. Or, he could attribute
no mental states whatsoever to it. There is a wide spectrum
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of possible alternatives between psychological realism and
the making of no ontological commitments. All these may
result in the same utterance “NAO believes that this is an
apple”, yet, as it will be shown in the following sections,
some of them might make the difference in John’s percep-
tion of NAQO’s psychological human likeness.

To illustrate these non-realist positions, it is useful to
elaborate on the distinction mentioned above. What are the
alternatives to psychological realism? At a first glance, the
following options can be envisaged:

(1) John makes no ontological commitment whatsoever
to the reality of the robot’s mind, which corresponds
to having no beliefs about its mind. This case will be
called agnosticism, a condition that can be accompanied
by instrumentalism, and will be discussed in Sect. 3.4.

(2) John makes an ontological commitment that is different
from psychological realism. He believes that the robot
is in some non-mental state that, from a theoretical point
of view, can be nevertheless regarded as ‘mental’ under
a particular interpretation of the term. This will corre-
spond to folk-ontological stances called eliminativism,
reductionism, and fictionalism (Sect. 3.3).

These two circumstances have something in common,
namely, the fact that they are alternative to psychological
realism: John’s knowledge base about, or mental model
of, the robot does not include the belief that NAO believes
that F. This will be called psychological non-realism. One
may be classified as psychologically non-realist as far as the
belief that F is concerned, i.e., not believe that the robot
believes that F. Or, they can be regarded psychologically
non-realist in regards to a wide range of possible beliefs
held by the robot, e.g., not believe that the robot has beliefs
whatsoever.'!

But while in case 1 (corresponding to agnosticism and
instrumentalism) John’s mental model does not include
any belief concerning NAO’s mind, in case 2 (eliminativ-
ism, reductionism, and fictionalism) John’s mental model
includes beliefs about NAO’s being in certain non-mental
states that can be regarded as mental under a particular
interpretation of the term. While in the first case John is
ontologically noncommittal about the robot’s mind, in the
second case John makes ontological commitments that are
different from psychological realism. In the terminology
proposed here, psychological non-realism is a broad class
of possible folk-ontological stances that encompasses cases

1 As will be stressed later, John may be psychologically non-realist
with respect to the belief that F and psychologically realist with respect
to another belief. The conception proposed here is flexible enough
to accommodate complex and articulated folk-ontological stances
towards robots.
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of no ontological commitment (agnosticism and instrumen-
talism) and cases of non-psychologically-realist ontological
commitment (eliminativism, reductionism, fictionalism).
While a different terminology might be adopted, it is sug-
gested that the folk-ontological stances identified here may
constitute a useful taxonomy to understand the dynamics of
HRI and people’s perception of robots as human-like.

3.3 Folk-Ontological Stances: Eliminativism,
Reductionism, Fictionalism

Suppose that John’s mental model of the robot (a) does not
include the belief that NAO believes that F and (b) includes
the belief that NAO does not believe that F. In this case, John
is a psychological eliminativist about NAO’s possession of
that specific belief. For an eliminativist position about folk
psychology, see, e.g [45]. How could John utter the sentence
“NAO believes that this is an apple” and be a psychologi-
cal eliminativist? An easy answer is that John’s utterances
about the robot do not depend on his beliefs about the robot
only, but also on a variety of internal and external contex-
tual factors. So that utterance may be caused by beliefs and
desires that do not concern NAO at all, for example, by the
desire to instil a certain idea in Dennis, a third observer.
A more interesting possibility is that John is not speaking
literally, and the set of his beliefs about the robot includes
beliefs about the robot that are different from the belief that
NAO believes that F. In particular, John might want to assert
something different from the fact that NAO has a belief, and
that the content of this belief is F. In line with Toon [10] and
Yablo [11], two additional folk-ontological stances can be
identified, that are called here psychological reductionism
and psychological fictionalism.

If John’s folk-ontological stance is psychological reduc-
tionism, John does not believe that NAO believes that F.
However, John believes that something else about the robot
is true — something that would make it reasonable to say,
“NAO believes that this is an apple” and that would make it
unreasonable to say, in the same conditions, “NAO believes
that this is a banana”. This ‘something else’ might be, for
example, that NAO is in a particular electrical or compu-
tational state. To illustrate, suppose that John is a robotic
engineer and matured a firm eliminativist folk-ontology
about the existence of robots’ beliefs. Robots do not have
beliefs, he believes. Robots are extremely complicated elec-
tronic circuits whose functioning can be described using the
language of physics or, at a higher level of abstraction, using
the language of computer science. John knows that NAO
has an object-detector module whose output may be ‘apple’
and ‘banana’. In the scenario above, assuming that the robot
correctly represented his verbal request, John hypothesizes
that the output of the object-detection module was ‘apple’.
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He then utters the sentence “NAO believes that that object
is an apple”. This utterance does not flow from his being a
psychological realist about robots’ beliefs: he is not. Neither
he is simply expressing an assumption that, instrumentally,
could explain NAQO’s behaviour. Rather, he believes that
there is something, in principle describable using the lan-
guage of computer science or even physics, that would make
it reasonable to utter that sentence more than the sentence
“NAO believes that this is a banana”. His set of beliefs (i)
does not include the belief that NAO believes that F, but (i)
includes a belief concerning the physical or computational
state of the robot. Psychological reductionism, conceived in
this way, is a non-realist stance characterised by the fact that
John possesses some beliefs about the non-mental charac-
teristics of the machine.!?

Psychological fictionalism is yet another possible folk-
ontological stance towards NAO. Unlike the previous exam-
ple, suppose that John is not an expert in robotics. However,
he wants to play a make-believe game with Anne, a child.
They are inventing a story in which NAO is a friend. By say-
ing “NAO believes that this is an apple”, John merely wants
to assert that, in the fictional story they have invented, NAO
believes that this is an apple. Thus, while it is not true that
John believes that NAO believes that F, it is true that John
believes that in the fictional story they have invented NAO
believes that F. This folk-ontological stance has been called
psychological prefix fictionalism (e.g., in [10]) because the
clause ‘in the fictional story they have invented’ is a prefix
that, albeit not verbally pronounced by John, when added to
the text of John’s utterance, defines John’s belief. This folk-
ontological stance is different from psychological reduction-
ism: here, John is not asserting that something non-mental
is true of NAO which makes it reasonable to say, “NAO
believes that this is an apple”. Rather, he is asserting that
some state of affairs occurs in the framework of a fictional
story. To understand, compare this case with a make-believe
game played by a child and two objects, e.g., a marble and
a toy block. In the framework of that fictional game, they
may pretend that the toy block is the son, the marble is his
mother, and make several mentalistic assertions about these
two objects, without believing that the two objects have
physical characteristics that make these assertions sensible.
This may also be the case with fictional stories. If John says,
“Sherlock Holmes lives in Baker Street”, he is not asserting
that something in the world ‘out there’ is true which makes

12 Even though this article does not intend to make any particular

claim as to how people’s folk-ontological stances affect their pre-
diction of the behaviour of robots, it is worth recalling here that, as
pointed out by a number of authors (e.g [2, 46, 47]), it is rarely possi-
ble to predict robot behaviour based on knowledge about the complex
physics or the computations that go on inside robotic systems. This
does not rule out the possibility that people adopt this folk-ontological
stance in particular circumstances.

it sensible to say that Sherlock Holmes lives in Baker Street.
He is expressing a belief, whose content is that, in Conan
Doyle’s stories (this is the prefix), Sherlock Holmes lives in
Baker Street. In the robotic scenario considered here, psy-
chological prefix fictionalism is a folk-ontological stance
towards NAO because it expresses the belief that something
— NAO’s belief that F — exists in the context of a fictional
story (for an extensive philosophical discussion of what it
means to assert something in the context of a fictional story,
see [48]). Clark and Fischer [49] have recently proposed a
fictionalist theory on human-robot interaction.

To sum up. The spectrum of the possible folk-ontolog-
ical stances that John may have towards NAO includes
psychological realism and psychological non-realism. Psy-
chological non-realism is in fact an umbrella term which
encompasses psychological eliminativism, reductionism,
and fictionalism. These stances correspond to different kinds
of ontological commitments to the reality of NAO’s mind.'?

3.4 Agnosticism, Instrumentalism, and a Folk-
Epistemological Stance

Another alternative to psychological realism introduced in
Sect. 3.2 (point 1) is called agnosticism. If John is agnostic,
he possesses no beliefs whatsoever about NAO’s mind. In
particular, his mental model of the robot includes (a) neither
the belief that NAO believes that F, (b) nor the belief that
NAO does not believe that F. Psychological agnosticism is
a case of psychological non-realism, because of (a), but is
different from psychological eliminativism because of (b),
as John does not believe that the robot does not believe that
F. Agnosticism is compatible with reductionism and fic-
tionalism: John may believe neither that NAO believes that
F nor that NAO does not believe that F, and at the same
time believe that NAO is in a certain non-mental state that,
via reduction or in the fictional way, may be regarded as
‘mental’. However, nothing rules out the possibility that
John is psychologically agnostic without being reductionist

3 Note, again, that these different folk-ontological stances do not

invariably determine particular verbal utterances. For example, the fact
that John is a psychological realist does not compel him to pronounce
mentalistic discourse about the robot. Conversely, John’s verbal utter-
ances are not clear signs of his folk-ontological stance. For example,
John may well utter a sentence like “NAO does not have a mind” and
yet be psychologically realist: perhaps he wants to deceive the listener,
or he is not aware of having psychologically realist beliefs. In the latter
case, his beliefs may reveal themselves in (viz. cause) some aspects of
John’s non-verbal behaviour. Conversely, can John utter the sentence
“NAO believes that this is an apple” and still be psychologically elimi-
nativist or agnostic? Surely, this can be the case. In particular, it may
be the case that John, with this sentence, does not want to express the
belief that NAO believes that F, but he wants to express other beliefs
about it. These beliefs concur to define other possible folk-ontological
stances towards the robot.
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or fictionalist. In this quite radical case, John’s knowledge
base about the robot would be characterised by a singular
absence of beliefs about it.

It is worth stressing that agnosticism is not defined here
in terms of verbal expressions of agnosticism or uncertainty.
Cases in which a subject says, “I do not know whether
robots have a mind” or “I am not sure whether robots have a
mind” need not qualify as cases of agnosticism. Utterances
per se are not necessarily informative about the subject’s
inner beliefs. And this construal of agnosticism would rely
on the questionable assumption that the truth-maker of attri-
butions consist in people’s verbal utterance, an assumption
that, it is safe to say, few HRI researchers would seriously
hold. Therefore, while these utterances are compatible with
agnosticism, agnosticism cannot be plausibly characterised
as the condition in which one verbally expresses agnosti-
cism or uncertainty. Agnosticism is the condition in which
the subject’s knowledge base contains no beliefs about
whether robots have or do not have mental states, regardless
of what they say.

Agnosticism may (but need not) be accompanied by
instrumentalism. In philosophy of science, the term ‘instru-
mentalism’ typically refers to the view according to which
the theoretical entities postulated by a theory are regarded
as explanatory or predictive tools, with no ontological
commitments attached. For an instrumentalist concerning
psychology, mental terms refer to useful instruments for
calculating behavioural predictions or building explana-
tions, but the judgment is suspended about their existence
(for a philosophical discussion of instrumentalism in psy-
chology, see [50]). In the scenario considered before, John
would be a psychological agnostic and instrumentalist if (1)
he believed neither that NAO believes that F nor the con-
trary, and (2) decided to postulate the existence of NAO’s
beliefs only as tools to explain or predict its behaviour,
without making any ontological commitment to their exis-
tence. Instrumentalism can explain how agnosticism can be
accompanied by the use of mentalistic language to describe
and explain robotic behaviour. John may say “NAO believes
that this is an apple” and be agnostic and instrumentalist in
the sense discussed here. His utterance would be connected
to his decision to postulate the existence of beliefs in NAO’s
mind as tools to explain and predict its behaviour, with no
ontological commitment whatsoever.

The instrumentalist use of mentalistic language is often
discussed in the HRI literature. For example, Thellman
and colleagues [3] point out that “many people might say
that their robot lawnmower wants to avoid colliding with
trees, although they would not say it has a mind, a will, or
desires. In other words, it is not uncommon to conceptualize
the behavior of robots as mind-governed without necessar-
ily believing that robots really have minds, similar to how

@ Springer

we interpret the behavior of fictional characters, companies,
and nation-states”. In the same article, the authors note that
“mental state terms are to some extent treated inconsistently
across studies as either metaphorical or literal by enclos-
ing them (or not) in quotation marks” and that “mental
state ascriptions do not necessarily involve any ontological
commitments (i.e., they do not entail beliefs about whether
ascribed states are real or fictive)”. Notably, as pointed out
in the Introduction, Dennett himself presented the inten-
tional stance as a strategy in which the subject treats another
system as if it had mental states, without necessarily believ-
ing that these mental states exist as such [2]. In their every-
day interaction with NAO, one might indeed embrace a
combination of agnosticism and instrumentalism and decide
to postulate the existence of NAQO’s belief that F as a fic-
tive state, useful to explain or predict its behaviour, without
believing that NAO’s belief exists as such.

However, it is far from obvious that agnostic instrumen-
talism can be conceived as a kind of mental state attribu-
tion. Consider agnosticism and instrumentalism separately.
Agnosticism, per se, is the situation in which John makes no
ontological commitment to the reality of NAO’s mind. One
is agnostic and instrumentalist, in the sense discussed here,
if they do not make any ontological commitment to the real-
ity of a robot’s mind, and at the same time decides to explain
and predict its behaviour as if it were generated by mental
states and mechanisms. Now, if agnosticism means having
no beliefs about a robot’s mind (i.e., neither believing that it
has a mind, nor that it does not have a mind), it follows from
ATT that an agnostic does not attribute any mental state to
the robot. For, according to the analysis of mental state attri-
butions discussed before, to attribute a mental state to the
robot is to believe that the robot has that mental state, and
vice versa. So, if one is agnostic and instrumentalist, the
‘agnostic’ factor does not entail a mental state attribution.
What about the other factor, instrumentalism? Does it per se
consist in, or entail, mental state attribution?

Arguably, not. An agnostic instrumentalist has no belief
whatsoever about the robot’s mind but decides to postulate
mental states in the robot only as tools to explain and pre-
dict its behaviour. Such a decision resembles more an act of
acceptance or presupposition than the holding of a belief.
In theorem proving, one may accept of presuppose the truth
of a premise even when they do not believe that it is true,
just for the purpose of proving the theorem. Acceptance
has been defined by Stalnaker [44] as “a broader concept
than belief; it is a generic propositional attitude concept
with such notions as presupposing, presuming, postulating,
positing, assuming and supposing falling under it. [...] To
accept a proposition is to treat it as a true proposition in
one way or another — to ignore, for the moment at least,
the possibility that it is false. [...] To accept a proposition
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is to act, in certain respects, as if one believed it” (see also
[51]). Importantly for the present purposes, one may accept
a proposition without believing that it is true. Conversely,
one may believe that a proposition is true without accepting
it, i.e., without acting as if they believed it. Hallucination
is a case in point: one may believe that there is a dog in the
living room but fail to accept it, as their doctor provides
convincing evidence for the contrary. Intellectually hon-
est people often acknowledge that they have built-in racial
prejudices (beliefs) that they refuse to accept, or to take as
a basis for rational action. The distinction between belief
and acceptance is discussed at length by [12].!4 The claim
made here is that agnosticism and instrumentalism radi-
cally differ from one another from a psychological point of
view. Agnosticism is a matter of beliefs — is the situation in
which the subject has no beliefs about the robot’s mind, thus
makes no mental state attribution. Instrumentalism does not
re-introduce mental state attributions — otherwise, it would
override agnosticism. It is not a matter of beliefs, but of
the more or less conscious decision to assume, presuppose,
accept the truth of some propositions — for example, the
proposition that NAO believes that F — and act accordingly.

So far, instrumentalism has been discussed in combina-
tion with agnosticism. An agnostic instrumentalist makes
no ontological commitment to the existence of a robot’s
mind but accepts (without believing) that the robot has
some mental states in order to predict and explain its behav-
iour. According to the present analysis of attribution and
instrumentalism, agnostic instrumentalism does not corre-
spond to a mental state attribution (a position that is hard
to reconcile with the aforementioned claim that people may
attribute mental states to robots without making any onto-
logical commitments, just for the purpose of explaining and
predicting its behaviour). Being compatible with agnosti-
cism, instrumentalism need not imply any ontological com-
mitment. However, per se, instrumentalism alone (without
the agnostic component) is in principle compatible with all
the folk-ontological stances discussed before — even with
psychological realism. It may be interesting to determine
empirically when people adopt an instrumentalist stance
towards the robot, and what ontological commitments they
are making when they decide to postulate mental states in
the instrumental sense, e.g., for explanatory or predictive
purposes. Instrumentalism surely deserves a place in the
taxonomy proposed in this article. However, it deserves a
separate place, as it is not, strictly speaking, a folk-onto-
logical stance. Folk-ontological stances are characterised by

14 Sellars’ notion of endorsement, discussed in his [52], can also be
used to define instrumentalism in ordinary human-robot interaction
and, more generally, to interpret the concept of ‘attribution’ as it is
used in HRI research. I am grateful to an anonymous reviewer for this
suggestion.

different sets of beliefs about the robot, but instrumentalism,
as pointed out here, is not a matter of belief. Here it will be
regarded as a folk-epistemological stance towards the robot,
to distinguish it from the set of folk-ontological stances, and
to highlight that it corresponds to a decision specifically
meant to facilitate the production of explanations and pre-
dictions, and more generally, the acquisition of knowledge
about the robot.

3.5 Summary: A Taxonomy of Folk-Ontological
Stances (and a Folk-Epistemological Stance)
towards Robots

To sum up. People may take several kinds of folk-onto-
logical stances towards the robot they are interacting with,
regardless of what they say or do. Folk-ontological beliefs
lie ‘behind’ what they do and say, exactly like all the other
beliefs that modulate people’s behaviour. Some possible
folk-ontological stances towards robots (plus one epistemo-
logical stance) have been identified in this section, drawing
from the philosophical literature concerning scientific real-
ism. They are summarized in Fig. 2.!> Note that the various
stances are defined here with respect to the robots’ being
in a particular state P. It follows from the previous discus-
sion that one may take, e.g., a psychologically realist stance
towards NAO’s belief that P and a psychologically non-
realist stance towards NAO’s belief that Q. Similarly, John
might be agnostic with respect to whether NAO believes
that the sun is at the centre of the universe, and believe that
NAO believes that today is raining.

This taxonomy'¢ can be used to formulate some empiri-
cal hypotheses about what may be going on in an agent’s
mind when they interact with robots, or even non-robotic,

15" The taxonomy offered here is not meant to be exhaustive. Other
options may be possible, and it may be the case that some categories
allow for internal ramifications - for example, different forms of reduc-
tionism or fictionalism may be identified. This taxonomy is proposed
here as a starting point for further conceptual research into people’s
internal beliefs about the reality of robot minds. Note also that it is not
suggested here that people who hold one or other of the folk ontologi-
cal stances towards the robot use the corresponding term to refer to it.
For example, people may talk about the robot mind in fictional terms
without knowing or using the meaning of ‘fictionalism’.

16" Note that the categories identified here only loosely correspond to
philosophical options discussed in the scientific realism debate. Some
distinctions made in philosophical discussions about instrumentalism
and fictionalism in science and psychology have been ignored and
the folk-ontological stances presented here lump together interpretive
categories that have been distinguished in the philosophical literature.
Moreover, as pointed out before, the folk-ontological stances intro-
duced here are not claimed to coincide with the corresponding philo-
sophical positions about the reality of the mental entities postulated by
mature psychology and cognitive science. Nevertheless, this section
offered a framework that can be used as a starting point to elaborate a
richer and finer-grained taxonomy, and as a reference to set up empiri-
cal studies on people’s folk ontological beliefs.
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folk-ontological
stances

folk-psychological instrumentalism

the subject deliberately accepts that the robot has
a mental state P, just as one accepts a premise for
the sake of a logical argument, to explain or predict
its behaviour. This does not mean that the subject
believes that the robot has mental state P k J

folk-epistemological
stance

e folk-psychological realism
the subject believes that the robot
has a particular mental state P

folk-psychological non-realism
the subject does not believe that the
\_ robot has a particular mental state P

folk-psychological eliminativism
the subject believes thatthe robot does not have
a particular mental state P

folk-psychological reductionism

the subject believes thatthe robotisina
non-mental (e.g. physical) state that can be
reasonably expressed by a mentalistic
statement to the effect that the robot has
mental state P

folk-psychological fictionalism

the subject believes thattherobothas a
mental state P in the framework of a fictional
story

folk-psychological agnosticism

the subject neither believes that the robot has a
particular mental state P nor that the robot has
not a particular mental state P

Fig. 2 A Provisional Taxonomy of Folk-Ontological (and a Folk-Epistemological) Stance Towards Robots

artificial systems. Consider the following passage, in which
Thellman and Ziemke [6] comment on Heider and Simmel’s
experiment: “Clearly, a person might attribute the behavior
of a robot to mental states without necessarily committing
to any ontological position about the reality of those men-
tal states. Indeed, people commonly ascribe mental states to
cartoon characters and animated geometric figures (Heider
& Simmel, 1944)”. Preliminary, it may be useful to deploy
the previous discussion about the notion of ‘attribution’ to
interpret the first part of this claim. The authors claim that
people may attribute mental states to a robot without mak-
ing any ontological commitments to their reality. As shown
before, it is not clear how this can happen. If what they
mean is that people may say that a robot has mental states
without holding any belief about the existence of these men-
tal states, then the passage is perfectly clear and reasonable;
however, this would presuppose that ‘to attribute’ means ‘to
say’, an evidently controversial position. If, instead, attribu-
tions consist in the agent’s beliefs (as implied by ATT), then
what is implied here is that the agent can believe that the
robot has mental states and, at the same time, not believe
that it has mental states (i.e., not make any ontological
commitments to them). One might reply that what is really
meant here is that the agent believes that the robot has men-
tal states, but in a figurative sense. But, while it is perfectly
clear that one may say things in a nonliteral sense, it is not
equally clear what does it mean for somebody to believe
something nonliterally. Utterances, not beliefs, are things
that can be interpreted in a literal or nonliteral sense.

@ Springer

As to Heider and Simmel, the subject watching the video
may adopt several folk-ontological stances, including those
identified in this article. The agent may be psychologically
realist, believing that the geometrical shapes have men-
tal states. This corresponds (via ATT) to attributing men-
tal states to the shapes. This case is theoretically possible,
but clearly implausible. At this point, there may be many
possible forms of non-realism. Sure enough, one is them is
agnosticism: regardless of what they say on the matter, their
mental model of the shapes does not include any beliefs
about whether they have mental states or not. The subject
might also accept, without believing, that the shapes have
mental states in the same way as when one accepts a prem-
ise only for the sake of a logical argument. This would be
instrumentalism. Recall that agnosticism is characterised by
a total absence of beliefs. It is safe to hypothesize that such
a tabula rasa condition would be quite improbable; and that
the subject’s use of a mentalistic language to describe Heider
and Simmel’s scene (e.g., that the large triangle does not
want to marry the circle) is more probably backed by some
beliefs about what is behind the behaviour of the shapes.
Thus, the subject might be psychologically eliminativist,
believing that the shapes do not have mental states. They
might also be psychologically reductionist: the shapes do not
have mental states but possess non-mental states that make
it reasonable to say that the large triangle does not want to
marry a circle (and unreasonable to say the opposite). Still
another possible folk-ontological stance is fictionalism: the
subject believes that the shapes possess mental states in the
framework of a fictional story. Intuitively, this is a plausible
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interpretation of what happens in Heider-and-Simmel-like
scenarios. Note however that fictionalism readily accom-
modates with eliminativism: in this case, the subject would
believe that the shapes do not have mental states, only that
they have them in the context of a fictional story (in the
same way as when one believes that Sherlock Holmes lives
in Baker Street in the framework of Conan Doyle’s novels).
Since eliminativism is a view about the reality of the shapes’
mental states, this interpretation entails that the subject is
adopting an ontological stance towards the mental states of
the shapes, and that the same happens when people utter
sentences about the “mental states [of] cartoon characters
and animated geometric figures”.

4 Folk Ontology and Psychological Human
Likeness

The determination of people’s understanding of robots
is an intellectually interesting goal per se, and the taxon-
omy offered here may be (at least provisionally) helpful to
explore the folk-ontological dimensions of people’s men-
talistic explanations and predictions. All the considerations
made here build on a particular analysis of (mental state)
attributions as beliefs in the mind of the subject, and on the
idea that folk-ontological stances are beliefs too. Unless one
provides a different analysis of (mental state) attributions,
the distance between the ‘belief question’ and the ‘attribu-
tion question’ seems to be much shorter than what is claimed
in the literature — more specifically, there is no appreciable
difference between the two. Folk-ontological stances are not
‘attached to’ mental state attributions, they are not things that
‘wrap’ attributions in an ontological interpretation (and can
be ‘peeled away’ to make attributions free from ontological
commitments). In the sense discussed here, they consist in
attributions to (via ATT, in beliefs about) the robot.

As such, this article may be read as issuing a concep-
tual and an empirical challenge to HRI researchers. The
conceptual one is to develop an explication of the concepts
of ‘mental state attribution’ and ‘ontological commitment’
that, unlike ATT, can support both the distinction between
the ‘belief question’ and the ‘attribution question’ made
before, and the claim that people’s ontological commitment
to the reality of the robots’ mental states cannot affect their
predictive abilities (and that only attributions would do, as
suggested in the literature). The empirical challenge might
be taken by those who accept the analysis offered here. If
the distance between one’s mental state attributions and
their beliefs on the reality of these states is shorter than
commonly suggested in the literature, it might well be the
case that people’s folk-ontological stances affect people’s
predictive and explanatory abilities. In the aforementioned

passage, Thellman and Ziemke [6] claim that no evidence
has been collected on this matter so far. The analysis offered
here may provide researchers with conceptual frameworks
for pursuing this kind of analysis.

The rest of this paper will bring the discussion made so
far to bear on human likeness. More specifically, it will be
suggested here that one’s folk-ontological stance towards
the robot may affect their perception of psychological
human likeness.

It is widely acknowledged that the degree of perceived
robot human likeness may significantly affect various
dimensions of human-robot interaction. Ciardo and col-
leagues [53] found that the quality of collaborative action
can be affected by how much the robot is human-like. The
degree of human likeness has been found by Fortunati and
colleagues [54] to affect people’s expectations about the
emotional and cognitive capacities of robots, which in turn
likely affect how people interact with them. In voice conver-
sations, human-like robots are more pleasant, engaging, and
likeable, and evoke less negative attitudes than robots with
a low degree of human likeness [55]. Human-like robots
tend to be perceived as agents, able to control their actions
and outcomes, more than non-human-like robots, possibly
because it is easier for humans to formulate a sensorimotor
representation of their behaviour [56]. As argued in [57, 58],
the degree of human likeness can also affect moral judge-
ments. The so-called android science research program
[59-61] is based on the assumption that robots endowed
with high degrees of human likeness may be useful to
study human social cognition and the dynamic of human-
robot coordination. This is only a small part of the literature
showing the importance of human likeness in the study of
human-robot interaction and the design of interactive robots
(see also [62] on this topic). High degrees of human like-
ness may render the robot uncanny (see [63] for a review)
and, for this reason, some authors — including [64] — argue
that robots should retain a certain degree of robot-ness and
product-ness so that users perceive them as objects to be
used and do not develop false expectations about them.

This said, what does it mean for a robot to be human-
like? Several dimensions of robot human likeness have
been identified in the literature (see, for example [29, 62,
65—67]). One of them is psychological: to be human-like
may also mean to have a mind that is ‘like’ the human mind
[31, 68]. The many attempts to assess whether, and under
what conditions, people attribute mental states to robots (e.g
[69-71]), may be interpreted as attempts to assess when
robots are perceived as human-like from a psychological
point of view. And psychological human likeness may be
an important determinant of HRI dynamics, as empirically
shown, among other studies, in [72, 73].
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What does it mean, then, for a robot to have a human-
like mind for an external observer? One plausible answer is
that the psychological human likeness of robot R for agent
A depends, among other factors, on the difference between
A’s mental model of the robot’s mind and A’s mental model
of the human mind. People’s mental models of robots’
mind may vary depending on several factors that have
been widely studied in the literature (the robot’s physical
appearance and motion, as well as people’s internal moti-
vations as in Epley’s three-factor theory [21]). And people
may also have different mental models of the human mind.
They might also display various forms of dehumanization,
in the sense discussed by [74], “whereby people fail to attri-
bute humanlike capacities to other humans and treat them
like nonhuman animals or objects” (p. 59). The thesis pro-
posed here is that, since people’s folk-ontological stances
towards robots (and humans) are an integral part of their
mental models of robots (and humans), they may signifi-
cantly affect perceptions of robot psychological human like-
ness. And, since perceptions of robot human likeness may
affect the dynamics of HRI as recalled before, the study of
people’s folk-ontological stances towards robots may illu-
minate some aspects of people’s interaction with robots.

The idea that folk-ontological stances are an integral part
of people’s mental models of robots has been discussed
before. People form their mental models of a robot by attrib-
uting states, properties, and mechanisms to it. Via ATT, this
corresponds to forming beliefs about its states, properties,
and mechanisms. Some of these beliefs (or attributions) will
concur to the formation of a folk-ontological stance, in the
way discussed in Sect. 3. When one forms a folk-ontological
stance towards a robot, the latter is an integral part of their
mental model of, or set of beliefs about, the robot. The same
holds for people’s mental models of other human beings.
So, a number of interesting cases can be envisaged.

For example, consider the two following cases: (1) John
adopts a psychologically realist folk-ontological stance both
towards humans and NAO. He attributes mental states to
other humans and to NAO, in the sense of ‘attribution’ dis-
cussed before. (2) John adopts a psychologically realist folk-
ontological stance towards humans, but a psychologically
non-realist stance towards to NAO. Sure enough, in condi-
tion 1, John’s mental models of NAO could be very different
from his mental model of his fellow humans: he may, e.g.,
attribute mental states to NAO and to human beings that
differ in the content. For example, he may believe that NAO
wants to recharge his battery, and never attribute this belief
to human beings. However, what is claimed here is not
that people’s adoption of the same folk-ontological stance
towards robots and human beings will be reflected in the
very same mental model of the two kinds of systems, but
rather that, if one’s folk-ontological stance towards humans
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is different from their folk-ontological stance towards
robots, they will not perceive the robot as human-like. To
illustrate it may be useful to consider different sub-cases of
condition 2.

Suppose that John, having a psychologically realist
stance towards human beings, is eliminativist as far as robots
are concerned. In this case, his mental models of the robot
and of human beings will greatly differ from one another
not only in the content of the ascribed beliefs. While John
believes that humans have mental states, he will believe that
robots do not have mental states. If to be psychologically
human-like consists in having a mind that is ‘like’ the human
mind, John will not perceive the robot as human-like from
a psychological point of view. It is reasonable to believe
that John’s folk-ontological stances (towards humans and
robots) will affect, e.g., his answers to questionnaires to
measure anthropomorphism [29] and his moral judgments
about the robot’s actions. Now consider other two options
discussed in the previous section, reductionism and fiction-
alism. John is reductionist towards the robot if he believes
that the robot does not have mental states, but that it has
non-mental (e.g., physical) states that could be reasonably
expressed in mentalistic terms. As far as human likeness is
concerned, this case is not that different from eliminativism:
John will not perceive the robot as having a mind similar
to the human mind (provided, as initially assumed, that he
is psychologically realist towards human beings). Consider
also fictionalism. John is fictionalist if he believes that the
robot has mental states in the framework of a fictional story,
in the sense discussed before. Since, by assumption, he
adopts a very different stance towards human beings, he will
perceive the robot as non-human-like.!”

Instrumentalism has been dubbed a ‘folk-epistemologi-
cal stance’ in the previous section. It has been suggested
that John is instrumentalist if he deliberately accepts certain
assumptions about the robot for explanatory or predictive
purposes, in the same sense in which one deliberately makes
assumptions in theorem proving or counterfactual reason-
ing. It has also been suggested that people need not believe
what they accept (as is typically the case in counterfactual
reasoning) and that the converse is also true, they need
not accept what they believe. Therefore, according to the

17" Admittedly, this analysis somehow presupposes that the perception
of a robot’s psychological human likeness is an all-or-nothing matter,
i.e., that one may perceive the robot as human-like or not. This is an
oversimplification, and it is reasonable to require that any plausible
conceptual account of psychological human likeness will assume that
human likeness can admit of degrees. This request will not be fulfilled
in this article. However, the analysis proposed here is in principle com-
patible with it. People’s mental models of robots may differ from their
mental models of fellow humans in varying respects and degrees, and
this may be reflected in the perception of one robot as more or less
similar to a human than another.
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present analysis, whether or not one adopts an instrumen-
tal stance towards the robot’s mental states need not affect
their perception of robot human likeness. What is claimed
here is that perceptions of a robot’s psychological human
likeness may be affected, among other factors, by the dif-
ference between one’s folk-ontological stance towards the
robot and other human beings. Perception of psychological
human likeness is therefore, in the present analysis, a mat-
ter of belief, not acceptance. If the focus of HRI research is
more on people’s everyday ‘gut feeling’ and spontaneous
perception of robots than on their deliberate and philosophi-
cally justified judgments about robots’ mind, then consid-
erations about what people believe are more relevant to the
point than considerations on what they accept.

So far it has been assumed that John’s folk-ontological
stance towards his fellow human beings is of the psycho-
logically realist variety. But it need not be. The taxonomy
formulated before may help one identify various forms of
dehumanization, a phenomenon that has been extensively
studied (see, for example [75, 76]). Dehumanization may
correspond to believing that human beings do not possess
mental states (eliminativism), that they possess non-mental
states that may be verbally expressed in mentalistic terms
(reductionism), that they possess mental states in the same
sense in which Sherlock Holmes believes that he lives in
Baker Street (fictionalism). An analysis of the phenomenon
of dehumanization exceeds the scope of this article. What is
suggested here is that people’s perception of robot human
likeness do not depend only on their folk-ontological stance
towards robots, but also on their folk-ontological stance
towards human beings. If John is eliminativist towards
robots and humans, he will likely perceive the robot as
human-like.

To sum up. If the perception of robots’ psychological
human likeness depends on the relation between people’s
mental models of human and robot minds, then people’s
folk-ontological stances may make the difference in their
perception of robots’ psychological human likeness. And if
the latter factor can shape the dynamics of HRI, then the
theoretical and empirical study of people’s folk-ontological
stances towards robots must be relevant to HRI research.
This is another reason to believe that research on robot men-
tal attribution should explicitly inquire about people’s inner
beliefs about the reality of robot minds.

5 Summary and Concluding Remarks

Based on an analysis of the notions of ‘attribution’ and
‘ontological commitment’, a repertoire of possible folk-
ontological stances towards robots, plus one folk-epistemo-
logical stance, have been identified. During the course of

this analysis, it has been proposed that to attribute a (mental)
state to robot is tantamount to believing that that robot has
that mental state, and that, in this perspective, one cannot
attribute mental states to robots and at the same time not
believe that that robot really has mental states. In more gen-
eral terms, one cannot attribute mental states to robots and
fail to take a folk-ontological stance about the robot’s mind.
Unless one adopts a different conception of ‘mental state
attribution’, it is not clear how the so-called ‘attribution
question’ and ‘belief question’ can be distinguished from
one another. Thus, one way in which this article intends to
contribute to HRI research is by offering a conceptual analy-
sis of the notion of ‘attribution’ which is typically used as
primitive in the literature, and by reflecting on the tenability
of the distinction between the ‘belief” and the ‘attribution’
questions. Another specific message this article intends to
convey is that to attribute a mental state to a robot is not
the same thing as to make an instrumental use of mental-
istic notions to explain or predict its behaviour. The latter
case corresponds to the deliberate acceptance of particular
assumptions about the robot, while attribution is a matter of
beliefs. It is possible that people deliberately assume that
robots have mental states, but this does not mean, per se,
that they are attributing mental states to them.

Few studies have so far explicitly pursued the analysis
of what are here called folk-ontological stances of people
towards robots. In this context it has been argued that this
kind of analysis could lead to a deeper understanding of
people’s perception of robots. It could also shed light on
people’s perception of robots’ psychological human like-
ness, which depends, among other factors, on the difference
between the mental model of a robot’s mind and the mental
model of the human mind. Since folk-ontological stances
are part of people’s mental models of robots and humans,
they are likely to modulate their perception of robots’
human likeness. And, if people’s perception of robots’
human likeness can influence how they react to robots, then
their folk-ontological stances towards robots can shape the
dynamics of HRI. This article has attempted to offer reasons
to believe that studying people’s folk-ontological stances
towards robots is possible and relevant to HRI research, and
that philosophy of science and mind can play a crucial role
in this theoretical and experimental undertaking.

On the other way around, this article can also be read
as promoting a deeper reflection on the notions of ‘attribu-
tion’, ‘ontological commitment’, and related foundational
concepts in HRI research. Most claims made here rely on
a particular analysis of the concept of ‘attribution’. The
distinction between the belief and the attribution question,
and the thesis that one can attribute mental states to robots
without making any ontological commitments to the reality
of those states, could be defended by employing a different
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analysis of attribution and ontological commitment. This
article, as such, issues a conceptual challenge to the HRI
community.

One huge problem that this article does not address is
how folk-ontological stances could be investigated. Men-
tal state attributions to robots are currently studied through
experimental tools such as questionnaires [25, 29-31, 77],
non-verbal behavioural measures (e.g., detection of antici-
patory gaze as in [78]), and neurological techniques (such as
fMRI, as in [69]). Still, Thellman and colleagues [3] argue
that “A particularly pressing issue is that there is so far very
little explicit discussion about what kinds of data constitute
evidence of mental state attribution to robots”. More impor-
tantly for the present purposes, the methods developed so
far seem to be inadequate to reveal people’s folk-ontologi-
cal stances towards robots. Fussell and colleagues [32], for
example, claim that “A question remains as to whether par-
ticipants’ judgments in the reaction time study reflect beliefs
that robots literally possess feelings, attitudes and personal-
ity traits or whether they instead are based on metaphoric
extension. This question cannot be determined by reaction
time data alone, as studies have shown that evaluations
of metaphoric statements like ‘my surgeon is a butcher’
can be as rapid as that of literal statements like ‘John is a
butcher’, especially when the prior context supports the
metaphorical interpretation”. This problem is not addressed
here. However, it is worth stressing that, in the perspective
developed here, people’s folk-ontological stances consist in
their beliefs (or, equivalently, in their attributions) and are
integral parts of their mental models of robots. In principle,
there is no deep distinction between the problem of deter-
mining people’s mental models of robots and the problem
of determining their folk-ontological stance towards them:
it is all a matter of what they believe. Their attributions are
underdetermined by their utterances — or reaction times, or
answers to questionnaires — and so are their folk-ontological
stances. There may still be quite a long way to go towards a
full understanding of people’s understanding of robots, but
from the analysis carried out here it follows that the way
is already paved for the study of people’s beliefs about the
reality of robots’ minds.

Funding Open access funding provided by Universita degli Studi di
Milano - Bicocca within the CRUI-CARE Agreement.

Data Availability Data sharing not applicable to this article as no data-
sets were generated or analysed during the current study.

Declarations

Competing Interests The authors have no financial or competing in-
terests to declare that are relevant to the content of this article.

@ Springer

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format,
as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indicate
if changes were made. The images or other third party material in this
article are included in the article’s Creative Commons licence, unless
indicated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright
holder. To view a copy of this licence, visit http://creativecommons.o
rg/licenses/by/4.0/.

References

1. Heider F, Simmel M (1944) An Experimental Study of Apparent
Behavior, The American Journal of Psychology, vol. 57, no. 2, p.
243. https://doi.org/10.2307/1416950

2. Dennett D (1971) Intentional systems. J Philos, 68, 4

3. Thellman S, De Graaf M, Ziemke T (2022) Mental State Attribu-
tion to Robots: A Systematic Review of Conceptions, Methods,
and Findings, J. Hum.-Robot Interact., vol. 11, no. 4, pp. 1-51,
Dec. https://doi.org/10.1145/3526112

4. De Graaf MMA, Malle BF (2019) People’s Explanations of
Robot Behavior Subtly Reveal Mental State Inferences, in /4th
ACM/IEEE International Conference on Human-Robot Interac-
tion (HRI), Daegu, Korea (South): IEEE, Mar. 2019, pp. 239-248.
https://doi.org/10.1109/HR1.2019.8673308

5. Bechtel W (1985) Realism, Instrumentalism, and the Intentional
Stance, Cognitive Science, vol. 9, no. 4, pp. 473-497, Oct. https:/
/doi.org/10.1207/s15516709c0g0904 5

6. Thellman S, Ziemke T (2019) The Intentional Stance Toward
Robots: Conceptual and Methodological Considerations, in Cog-
Sci’19. Proceedings of the 41st Annual Conference of the Cogni-
tive Science Society, A. K. Goel, C. M. Seifert, and C. Freska,
Eds., Cognitive Science Society, Inc., pp. 1097-1103

7.  Rayo A, Commitment O (May 2007) Philos Compass 2(3):428—
444. https://doi.org/10.1111/j.1747-9991.2007.00080.x

8. Nanay B (2022) Entity realism about Mental representations.
Erkenn 87(1):75-91. https://doi.org/10.1007/s10670-019-0018
5-4

9. Psillos S (1999) Scientific realism. How Science Tracks Truth.
Routledge

10. Toon A (2016) Fictionalism and the Folk, The Monist, vol. 99, no.
3, pp- 280295, Jul. https://doi.org/10.1093/monist/onw005

11. Yablo S (2001) Go figure: a path through Fictionalism. Midwest
Stud Philos 25:72-102

12. Cohen JL (1992) An essay on Belief and Acceptance. Clarendon;
Oxford University

13. Seibt J (2017) Towards an Ontology of Simulated Social Interac-
tion: Varieties of the ‘As If” for Robots and Humans, in Sociality
and Normativity for Robots, R. Hakli and J. Seibt, Eds., in Stud-
ies in the Philosophy of Sociality., Cham: Springer International
Publishing, pp. 11-39. https://doi.org/10.1007/978-3-319-53133
52

14. Heider F (1958) The psychology of interpersonal relations. John
Wiley & Sons Inc, Hoboken. https://doi.org/10.1037/10628-000

15. Jones EE, Davis KE (1965) From acts to dispositions. The attri-
bution process in person perception. In: Berkowitz L (ed) in
Advances in experimental social psychology, vol 2. Academic, pp
219-266. doi: https://doi.org/10.1016/S0065-2601(08)60107-0.

16. Kelley HH (1967) Attribution theory in social psychology. Nebr
Symp Motiv 15:192-238


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.2307/1416950
https://doi.org/10.1145/3526112
https://doi.org/10.1109/HRI.2019.8673308
https://doi.org/10.1109/HRI.2019.8673308
https://doi.org/10.1207/s15516709cog0904_5
https://doi.org/10.1207/s15516709cog0904_5
https://doi.org/10.1111/j.1747-9991.2007.00080.x
https://doi.org/10.1007/s10670-019-00185-4
https://doi.org/10.1007/s10670-019-00185-4
https://doi.org/10.1093/monist/onw005
https://doi.org/10.1007/978-3-319-53133-5_2
https://doi.org/10.1007/978-3-319-53133-5_2
https://doi.org/10.1037/10628-000
https://doi.org/10.1016/S0065-2601(08)60107-0

International Journal of Social Robotics (2025) 17:257-276

275

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

Malle BF (2004) How the mind explains behavior: folk explana-
tions, meaning, and Social Interaction. The MIT Press. https://do
i.org/10.7551/mitpress/3586.001.0001

Malle BF (2022) Attribution theories: how people make sense of
Behavior. In: Chadee D (ed) in Theories in social psychology.
Wiley, pp 93-120. doi: https://doi.org/10.1002/9781394266616.
ch4.

Carruthers P, Smith PK (eds) (1996) Theories of theories of mind,
Ist edn. Cambridge University Press. https://doi.org/10.1017/CB
09780511597985

Csibra G, Gergely G (Jan. 2007) Obsessed with goals’: func-
tions and mechanisms of teleological interpretation of actions in
humans. Acta Psychol 124(1):60-78. https://doi.org/10.1016/j.ac
tpsy.2006.09.007

Epley N, Waytz A, Cacioppo JT (2007) On seeing human: a three-
factor theory of anthropomorphism. Psychol Rev 114(4):864—
886. https://doi.org/10.1037/0033-295X.114.4.864

Leslie AM, Friedman O, German TP (Dec. 2004) Core mecha-
nisms in ‘theory of mind’. Trends Cogn Sci 8(12):528-533. https
://doi.org/10.1016/j.tics.2004.10.001

Kelley HH, Michela JL (Jan. 1980) Attribution Theory and
Research. Annu Rev Psychol 31(1):457-501. https://doi.org/10.
1146/annurev.ps.31.020180.002325

Levin DT, Saylor MM, Lynn SD (2012) Distinguishing first-line
defaults and second-line conceptualization in reasoning about
humans, robots, and computers, International Journal of Human-
Computer Studies, vol. 70, no. 8, pp. 527-534, Aug. https://doi.o
rg/10.1016/j.ijhcs.2012.02.001

Marchesi S, Ghiglino D, Ciardo F, Perez-Osorio J, Baykara E,
Wykowska A (2019) Do we adopt the intentional stance toward
Humanoid Robots? Front Psychol 10:450. https://doi.org/10.338
9/fpsyg.2019.00450

Wang X, Krumhuber EG (Jul. 2018) Mind perception of Robots
varies with their economic Versus Social function. Front Psychol
9:1230. https://doi.org/10.3389/fpsyg.2018.01230

Ziemke T (2020) Understanding robots, Sci. Robot., vol. 5, no.
46, p. eabe2987, Sep. https://doi.org/10.1126/scirobotics.abe2987
Briine M, Abdel-Hamid M, Lehmkémper C, Sonntag C (May
2007) Mental state attribution, neurocognitive functioning,
and psychopathology: what predicts poor social competence in
schizophrenia best? Schizophr Res 92:1-3. https://doi.org/10.10
16/j.schres.2007.01.006

Bartneck C, Kuli¢ D, Croft E, Zoghbi S (Jan. 2009) Measurement
instruments for the Anthropomorphism, Animacy, Likeability,
Perceived Intelligence, and Perceived Safety of Robots. Int J Soc
Rob 1(1):71-81. https://doi.org/10.1007/s12369-008-0001-3
Manzi F et al (2011) A Robot Is Not Worth Another: Explor-
ing Children’s Mental State Attribution to Different Humanoid
Robots, Front. Psychol., vol. 11, p. Sep. 2020. https://doi.org/10.
3389/fpsyg.2020.02011

Takahashi H, Ban M, Asada M (Nov. 2016) Semantic Differential
Scale Method can reveal multi-dimensional aspects of Mind Per-
ception. Front Psychol 7. https://doi.org/10.3389/fpsyg.2016.017
17

Fussell SR, Kiesler S, Setlock LD, Yew V (2008) How people
anthropomorphize robots, in Proceedings of the 3rd ACM/IEEE
international conference on Human robot interaction, Amster-
dam The Netherlands: ACM, Mar. pp. 145-152. https://doi.org/
10.1145/1349822.1349842

Cross T (Apr. 2005) What is a disposition? Synthese 144(3):321—
341. https://doi.org/10.1007/s11229-005-5857-2

Fodor JA (1986) Representations: philosophical essays on the
foundations of cognitive science, 4. print. Cambridge, Mass: MIT
Press

Lee Sau-lai, Yee-man Lau I, Kiesler S, Chiu C-Y (2005) Human
Mental Models of Humanoid Robots, in Proceedings of the IEEE

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

International Conference on Robotics and Automation, Barce-
lona, Spain: IEEE, 2005, pp. 2767-2772. https://doi.org/10.1109/
ROBOT.2005.1570532

Wortham RH, Theodorou A, Bryson JJ (2016) What Does the
Robot Think? Transparency as a Fundamental Design Require-
ment for Intelligent Systems, in Proceedings of the IJCAI Work-
shop on Ethics for Artificial Intelligence

Quine WVO (1948) On what there is. Rev Metaphysics 2(5):21—
38. https://doi.org/10.1515/9781400838684-016

Armstrong DM (2004) Truth and Truthmakers, 1st edn. Cam-
bridge University Press. https:/doi.org/10.1017/CB0O978051148
7552

Peacock H (Jan. 2011) Two kinds of Ontological Commitment.
Philosophical Q 61(242):79-104. https://doi.org/10.1111/j.1467-
9213.2010.665.x

Scheffler I, Chomsky N (1958) What is said to be, Proceedings of
the Aristotelian Society, vol. 59, pp. 71-82, 1958

Wiese E, Shaw T, Lofaro D, Baldwin C (2017) Designing Arti-
ficial Agents as Social Companions, Proceedings of the Human
Factors and Ergonomics Society Annual Meeting, vol. 61, no. 1,
pp. 1604-1608, Sep. https://doi.org/10.1177/1541931213601764
Abubshait A, Wiese E (Aug. 2017) You look Human, but Act like
a machine: Agent Appearance and Behavior modulate different
aspects of human—Robot Interaction. Front Psychol 8:1393. https
://doi.org/10.3389/fpsyg.2017.01393

Mollo DC (2022) Deflationary realism: Representation and ide-
alisation in cognitive science, Mind & Language, vol. 37, no. 5,
pp- 1048-1066, Nov. https://doi.org/10.1111/mila.12364
Stalnaker R (1987) Inglnra. in A Bradford book. MIT Press,
Cambridge, Mass.

Churchland PM (1988) Matter and consciousness: a contempo-
rary introduction to the philosophy of mind. MIT Press, Cam-
bridge, Mass

Surden H, Williams M-A (2016) Technological Opacity, predict-
ability, and self-driving cars. SSRN J. https://doi.org/10.2139/ssr
n.2747491

Thellman S (2021) Social Robots as Intentional agents. Linkdping
University Electronic, Link6ping

Sainsbury RM (2010) Fiction and fictionalnsm. in New problems
of philosophy. Routledge, London

Clark HH, Fischer K (2023) Social robots as depictions of social
agents. Behav Brain Sci 46:e21. https://doi.org/10.1017/S014052
5X22000668

Seager W (1990) Instrumentalism in psychology, International
Studies in the Philosophy of Science, vol. 4, no. 2, pp. 191-203. h
ttps://doi.org/10.1080/02698599008573358

Paglieri F, Castelfranchi C (2007) Belief and acceptance in argu-
mentation: Towards an epistemological taxonomy of the uses of
argument, in Proceedings of the Sixth Conference of the Interna-
tional Society for the Study of Argumentation, J. A. Blair, F. H.
van Eemeren, and C. A. Willard, Eds., Sic Sat, Amsterdam
Sellars W (1963) Empiricism and the philosophy of mind. in Sci-
ence, perception, and reality. Routledge, pp 127-194

Ciardo F, De Tommaso D, Wykowska A (Jul. 2022) Joint action
with artificial agents: human-likeness in behaviour and morphol-
ogy affects sensorimotor signaling and social inclusion. Comput
Hum Behav 132:107237. https://doi.org/10.1016/j.chb.2022.107
237

Fortunati L, Manganelli AM, Hoflich J, Ferrin G (2023) Explor-
ing the Perceptions of Cognitive and Affective Capabilities of
Four, Real, Physical Robots with a Decreasing Degree of Mor-
phological Human Likeness, Int J of Soc Robotics, vol. 15, no. 3,
pp- 547-561, Mar. https://doi.org/10.1007/s12369-021-00827-0
LiM, Guo F, Wang X, Chen J, Ham J (2023) Effects of robot gaze
and voice human-likeness on users’ subjective perception, visual
attention, and cerebral activity in voice conversations, Computers

@ Springer


https://doi.org/10.1109/ROBOT.2005.1570532
https://doi.org/10.1109/ROBOT.2005.1570532
https://doi.org/10.1515/9781400838684-016
https://doi.org/10.1017/CBO9780511487552
https://doi.org/10.1017/CBO9780511487552
https://doi.org/10.1111/j.1467-9213.2010.665.x
https://doi.org/10.1111/j.1467-9213.2010.665.x
https://doi.org/10.1177/1541931213601764
https://doi.org/10.3389/fpsyg.2017.01393
https://doi.org/10.3389/fpsyg.2017.01393
https://doi.org/10.1111/mila.12364
https://doi.org/10.2139/ssrn.2747491
https://doi.org/10.2139/ssrn.2747491
https://doi.org/10.1017/S0140525X22000668
https://doi.org/10.1017/S0140525X22000668
https://doi.org/10.1080/02698599008573358
https://doi.org/10.1080/02698599008573358
https://doi.org/10.1016/j.chb.2022.107237
https://doi.org/10.1016/j.chb.2022.107237
https://doi.org/10.1007/s12369-021-00827-0
https://doi.org/10.7551/mitpress/3586.001.0001
https://doi.org/10.7551/mitpress/3586.001.0001
https://doi.org/10.1002/9781394266616.ch4
https://doi.org/10.1002/9781394266616.ch4
https://doi.org/10.1017/CBO9780511597985
https://doi.org/10.1017/CBO9780511597985
https://doi.org/10.1016/j.actpsy.2006.09.007
https://doi.org/10.1016/j.actpsy.2006.09.007
https://doi.org/10.1037/0033-295X.114.4.864
https://doi.org/10.1016/j.tics.2004.10.001
https://doi.org/10.1016/j.tics.2004.10.001
https://doi.org/10.1146/annurev.ps.31.020180.002325
https://doi.org/10.1146/annurev.ps.31.020180.002325
https://doi.org/10.1016/j.ijhcs.2012.02.001
https://doi.org/10.1016/j.ijhcs.2012.02.001
https://doi.org/10.3389/fpsyg.2019.00450
https://doi.org/10.3389/fpsyg.2019.00450
https://doi.org/10.3389/fpsyg.2018.01230
https://doi.org/10.1126/scirobotics.abe2987
https://doi.org/10.1016/j.schres.2007.01.006
https://doi.org/10.1016/j.schres.2007.01.006
https://doi.org/10.1007/s12369-008-0001-3
https://doi.org/10.3389/fpsyg.2020.02011
https://doi.org/10.3389/fpsyg.2020.02011
https://doi.org/10.3389/fpsyg.2016.01717
https://doi.org/10.3389/fpsyg.2016.01717
https://doi.org/10.1145/1349822.1349842
https://doi.org/10.1145/1349822.1349842
https://doi.org/10.1007/s11229-005-5857-2

276

International Journal of Social Robotics (2025) 17:257-276

56.

57.

8.

59.

60.

61.

62.

63.

64.

65.

66.

67.

in Human Behavior, vol. 141, p. 107645, Apr. https://doi.org/10.1
016/j.chb.2022.107645

Roselli C, Ciardo F, De Tommaso D, Wykowska A (Aug. 2022)
Human-likeness and attribution of intentionality predict vicari-
ous sense of agency over humanoid robot actions. Sci Rep
12(1):13845. https://doi.org/10.1038/s41598-022-18151-6

Malle BF, Scheutz M, Forlizzi J, Voiklis J (2016) Which robot
am [ thinking about? The impact of action and appearance on
people’s evaluations of a moral robot, in //th ACM/IEEE Inter-
national Conference on Human-Robot Interaction (HRI), Christ-
church, New Zealand: IEEE, Mar. 2016, pp. 125-132. https://doi
.org/10.1109/HR1.2016.7451743

Remmers P (2019) The Ethical Significance of Human Likeness
in Robotics and Al, eip, vol. 10, no. 2, pp. 52-67, Oct. https://doi
.org/10.14746/eip.2019.2.6

Ishiguro H (2006) Android science: conscious and subconscious
recognition, Connection Science, vol. 18, no. 4, pp. 319-332,
Dec. https://doi.org/10.1080/09540090600873953

Ishiguro H, Nishio S (2007) Building artificial humans to under-
stand humans, J Artif Organs, vol. 10, no. 3, pp. 133-142, Sep. h
ttps://doi.org/10.1007/s10047-007-0381-4

MacDorman KF, Ishiguro H (2006) The uncanny advantage of
using androids in cognitive and social science research, S, vol. 7,
no. 3, pp. 297-337, Nov. https://doi.org/10.1075/is.7.3.03mac
Fink J (2012) Anthropomorphism and human likeness in the
design of Robots and Human-Robot Interaction. In: Ge SS,
Khatib O, Cabibihan J-J, Simmons R, Williams M-A (eds) in
Social Robotics. Lecture Notes in Computer Science, vol 7621.
Springer Berlin Heidelberg, vol. 7621., Berlin, Heidelberg, pp
199-208. doi: https://doi.org/10.1007/978-3-642-34103-8_20.
Wang S, Lilienfeld SO, Rochat P (2015) The Uncanny Valley:
Existence and Explanations, Review of General Psychology, vol.
19, no. 4, pp. 393-407, Dec. https://doi.org/10.1037/gpr0000056
DiSalvo CF, Gemperle F, Forlizzi J, Kiesler S (2002) All robots
are not created equal: the design and perception of humanoid
robot heads, in Proceedings of the 4th conference on Designing
interactive systems: processes, practices, methods, and tech-
niques, London England: ACM, pp. 321-326. https://doi.org/10
.1145/778712.778756

Martini MC, Buzzell GA, Wiese E (2015) Agent Appearance
modulates mind attribution and social attention in Human-Robot
Interaction. In: Tapus A, André E, Martin J-C, Ferland F, Ammi
M (eds) in Social Robotics. Lecture Notes in Computer Science,
vol 9388. Springer International Publishing, vol. 9388., Cham, pp
431-439. doi: https://doi.org/10.1007/978-3-319-25554-5_43.
Phillips E, Zhao X, Ullman D, Malle BF (2018) What is Human-
like? Decomposing Robots’ Human-like Appearance Using the
Anthropomorphic roBOT (ABOT) Database, in Proceedings of
the ACM/IEEE International Conference on Human-Robot Inter-
action, Chicago IL USA: ACM, Feb. 2018, pp. 105-113. https://d
oi.org/10.1145/3171221.3171268

Von Zitzewitz J, Boesch PM, Wolf P, Riener R (2013) Quanti-
fying the Human Likeness of a Humanoid Robot, Int J of Soc
Robotics, vol. 5, no. 2, pp. 263276, Apr. https://doi.org/10.1007/
$12369-012-0177-4

@ Springer

68. Gray HM, Gray K, Wegner DM (2007) Dimensions of Mind Per-
ception, Science, vol. 315, no. 5812, pp. 619-619, Feb. https://do
i.org/10.1126/science.1134475

69. Chaminade T et al (2012) How do we think machines think? An
fMRI study of alleged competition with an artificial intelligence.
Front Hum Neurosci 6. https://doi.org/10.3389/fnhum.2012.0010
3

70. Perez-Osorio J, Wykowska A (2020) Adopting the intentional
stance toward natural and artificial agents. Philosophical Psychol
33(3):369-395

71. Thellman S, Silvervarg A, Ziemke T (1962) Folk-Psychological
Interpretation of Human vs. Humanoid Robot Behavior: Explor-
ing the Intentional Stance toward Robots, Front. Psychol., vol. 8,
p. Nov. 2017. https://doi.org/10.3389/fpsyg.2017.01962

72. Perez-Osorio J, Miiller HJ, Wiese E, Wykowska A (Nov. 2015)
Gaze following is modulated by expectations regarding others’
action goals. PLoS ONE 10(11):e0143614. https://doi.org/10.13
71/journal.pone.0143614

73. Wiese E, Wykowska A, Zwickel J, Miiller HJ (2012) I See What
You Mean: How Attentional Selection Is Shaped by Ascribing
Intentions to Others, PLoS ONE, vol. 7, no. 9, p. e45391, Sep. htt
ps://doi.org/10.1371/journal.pone.0045391

74. Waytz A, Epley N, Cacioppo JT (2010) Social cognition unbound:
insights into anthropomorphism and dehumanization. Curr Dir
Psychol Sci 19(1):58-62. https://doi.org/10.1177/096372140935
9302

75. Haslam N, Loughnan S (2014) Dehumanization and infrahuman-
ization. Annu Rev Psychol 65(1):399-423. https://doi.org/10.114
6/annurev-psych-010213-115045

76. Kteily NS, Landry AP (2022) Dehumanization: trends, insights,
and challenges. Trends Cogn Sci 26(3):222-240. https://doi.org/1
0.1016/j.tics.2021.12.003

77. De Graaf MMA, Malle BF (2018) People’s Judgments of Human
and Robot Behaviors: A Robust Set of Behaviors and Some Dis-
crepancies, in Companion of the ACM/IEEE International Con-
ference on Human-Robot Interaction, Chicago IL USA: ACM,
Mar. 2018, pp. 97-98. https://doi.org/10.1145/3173386.3177051

78. Sciutti A, Bisio A, Nori F, Metta G, Fadiga L, Sandini G (2013)
Robots can be perceived as goal-oriented agents, IS, vol. 14, no.
3, pp- 329-350, Dec. https://doi.org/10.1075/is.14.3.02sci

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

Edoardo Datteri is Full Professor of Logic and Philosophy of Sci-
ence at the University of Milano-Bicocca, where he also directs the
RobotiCSS Lab (Laboratory of Robotics for the Cognitive and Social
Sciences). His research focuses on the philosophical foundations of
biorobotics, interpreted as the use of robots as tools for the study of
cognition. He is also interested in how philosophy of science and phi-
losophy of mind can inform research on human-robot interaction, in
particular by providing conceptual and theoretical frameworks for
understanding how people perceive and explain robot behaviour.


https://doi.org/10.1126/science.1134475
https://doi.org/10.1126/science.1134475
https://doi.org/10.3389/fnhum.2012.00103
https://doi.org/10.3389/fnhum.2012.00103
https://doi.org/10.3389/fpsyg.2017.01962
https://doi.org/10.1371/journal.pone.0143614
https://doi.org/10.1371/journal.pone.0143614
https://doi.org/10.1371/journal.pone.0045391
https://doi.org/10.1371/journal.pone.0045391
https://doi.org/10.1177/0963721409359302
https://doi.org/10.1177/0963721409359302
https://doi.org/10.1146/annurev-psych-010213-115045
https://doi.org/10.1146/annurev-psych-010213-115045
https://doi.org/10.1016/j.tics.2021.12.003
https://doi.org/10.1016/j.tics.2021.12.003
https://doi.org/10.1145/3173386.3177051
https://doi.org/10.1075/is.14.3.02sci
https://doi.org/10.1016/j.chb.2022.107645
https://doi.org/10.1016/j.chb.2022.107645
https://doi.org/10.1038/s41598-022-18151-6
https://doi.org/10.1109/HRI.2016.7451743
https://doi.org/10.1109/HRI.2016.7451743
https://doi.org/10.14746/eip.2019.2.6
https://doi.org/10.14746/eip.2019.2.6
https://doi.org/10.1080/09540090600873953
https://doi.org/10.1007/s10047-007-0381-4
https://doi.org/10.1007/s10047-007-0381-4
https://doi.org/10.1075/is.7.3.03mac
https://doi.org/10.1007/978-3-642-34103-8_20
https://doi.org/10.1037/gpr0000056
https://doi.org/10.1145/778712.778756
https://doi.org/10.1145/778712.778756
https://doi.org/10.1007/978-3-319-25554-5_43
https://doi.org/10.1145/3171221.3171268
https://doi.org/10.1145/3171221.3171268
https://doi.org/10.1007/s12369-012-0177-4
https://doi.org/10.1007/s12369-012-0177-4

	﻿Folk-Ontological Stances Towards Robots and Psychological Human Likeness
	﻿Abstract
	﻿1﻿ ﻿Introduction
	﻿2﻿ ﻿The Truth-Maker of Mental State Attributions
	﻿2.1﻿ ﻿What is an ‘Attribution’?
	﻿2.2﻿ ﻿Mental State Attributions as Beliefs

	﻿3﻿ ﻿Folk-Ontological Stances
	﻿3.1﻿ ﻿What is an Ontological Commitment to the Reality of Robots’ Mental States?
	﻿3.2﻿ ﻿Folk-Ontological Stances: Psychological Realism and Non-Realism
	﻿3.3﻿ ﻿Folk-Ontological Stances: Eliminativism, Reductionism, Fictionalism
	﻿3.4﻿ ﻿Agnosticism, Instrumentalism, and a Folk-Epistemological Stance
	﻿3.5﻿ ﻿Summary: A Taxonomy of Folk-Ontological Stances (and a Folk-Epistemological Stance) towards Robots

	﻿4﻿ ﻿Folk Ontology and Psychological Human Likeness
	﻿5﻿ ﻿Summary and Concluding Remarks
	﻿References


